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With the shift in the LHC experiments from the computing tiered model where data was prefetched and stored
at the computing site towards a bring data on the fly, model came an opportunity. Since data is now distributed
to computing jobs using XrootD federation of data, a clear opportunity for caching arose.

In this document, we present the experience of installing and using a Federated Xrootd Cache (A Xrootd Cache
consistent of several independent nodes). There is some fine tuning towards and scaling tests performed to
make it fit for the CMS Analysis case.

Finally, we show how this federated cache can be expanded into a federation of caches in which the caches
can be distributed among computing centers.
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