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Introduction I 

The concept of ``the significance'' of a signal in presence of background

in experiment [1,2] (or, more precisely, "the significance of the difference"

between the number of signal events and zero) is widely used in data

analysis in high-energy physics.

We consider the significance Type C [3].

This significance is used in works [4,5,6].

It is shown that when comparing two independent samples obtained from

one general population, the distribution of estimates of ``the significance of

the difference'' for mean values, obtained for these samples, is close to the

standard normal distribution.
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Introduction II

Let a sample (or samples) of realizations of some random variable be

obtained from an infinite population within a given time. Each realization is

called an event. Number of realizations, which determine by some of

conditions (for example, cuts), can be either a background events, or a

signal events, which are indistinguishable. Several methods exist to quantify

the statistical ``significance'' of an signal (expected or estimated) in this

sample. Following the conventions in high energy physics, the term

significance usually means the ``number of standard deviations'' of an

expected or observed signal is above expected or estimated background. It is

understood implicitly that ``significance'' should follow a Gaussian

distributions with a standard deviation of one.

In the simplest case, this concept ``significance'' can be described with the

help of two numbers: b - the number of background events and s - the

number of signal events (signal and background events are

indistinguishable) that appeared during the given time.
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Introduction III

In a real experiment, the numbers of background and signal events are

realizations of random variables. The distributions of the observed number

of background events  𝒃 and the observed number of signal events  𝒔 usually

obey Poisson distributions with parameters b (expected number of

background events) and s (expected number of signal events), respectively.

Note, the realization of random variable allows to estimate the parameter of

Poisson distribution. It means that we must compare the estimated

parameters of Poisson flows of events when we compare two samples.

For example, to assess the uncertainties that arise after (or before) the

measurements, the significance of 𝑺𝟏 =
𝒔

𝒃
or 𝑺𝟐 =

𝒔

𝒔+𝒃
was often used.

With a small number of events, significances 𝑺𝟏 and 𝑺𝟐 give incorrect

results.
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Classification I
In paper [3], a classification of significances in accordance with the scope of

applicability was proposed. Let us S characterizes the significance of signal. The

choice of significance to be used depends on the study. There are three types of

significances A, B and C.

(A) If s and b are expected values then we take into account both statistical

fluctuations of signal and of background. Before observation we can calculate only

an expected significance S which is a parameter of experiment. S characterizes the

quality of experiment

(𝑺𝒄𝟏𝟐 = 2 ( 𝒔 + 𝒃 - 𝒃 ) [3] as example).

(B) If  𝒔+𝒃 is observed value and b is expected value then we take into account

only the fluctuations of background. In this case we can calculate an observed

significance  𝑺 which is an estimator of expected significance of experiment S.  𝑺
characterizes the quality of experimental data. For example,  𝑺𝒄𝑷 (was proposed for

using in HEP in ref. [7]). This significance corresponds a probability to observe

number of events equal or greater than  𝒔+𝒃 in sample with Poisson distribution

with mean b which converted to equivalent number of sigmas of a Gaussian

distribution.
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Classification II
(C) If  𝒔 + 𝒃 and  𝒃 are observed values of signal+background and background with

known errors of measurement then we can use the standard theory of errors to

estimate the significance of signal 𝑺𝒅. In case of normal distribution of errors the

formula for 𝑺𝒅 looks as

𝑺𝒅 = 
 𝒔+𝒃− 𝒃

𝝈𝒔+𝒃
𝟐 +𝝈𝒃
𝟐

,        (1)

where 𝝈𝒔+𝒃
𝟐 and 𝝈𝒃

𝟐 are corresponding variances of error distributions.

If samples for estimation of  𝒔+𝒃 and  𝒃 have different volumes (different

integrated luminosities of experiments) then formula for significance looks as

𝑺𝒅 = 
 𝒔+𝒃−𝐾 𝒃

𝝈𝒔+𝒃
𝟐 +𝑲𝟐𝝈𝒃

𝟐
,        (2)

where K is a ratio of integrated luminosities of experiments.

It should be noted that in the general case, the number of signal events can be

negative (for example, destructive interference). For this reason, this significance

can be called the significance of the difference.
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Asymptotical normality I

An important property of these significances is property that when

comparing two independent samples obtained from the same general

population, the distribution of estimates of ``the significance of the

difference'' for mean values, obtained for these samples, is close to the

standard normal distribution N(0,1).

It is shown for several significances in paper [3] (significances 𝑺𝒄𝟏𝟐 and
 𝑺𝒄𝑷) and in paper [6] (significance 𝑺𝒅 (Eq. 2)) by Monte Carlo experiments.

Fisz [8] shows that the significance 𝑺𝒅 (Eq. 1) in case of Poisson

distribution is asymptotically normal N(0,1).

Let us show the presence of this property for significance in common case

(𝑺𝒅 (Eq. 2)).
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Asymptotical normality II

Let we have two independent samples which are taken from the same

stationary Poisson flow of events during time 𝒕𝟏 and 𝒕𝟐, correspondingly. .

We study subflow with parameter λ (which satisfy the certain conditions, for

example, cuts) of this flow. Let us the subflow content only background

events. Let there are chosen  𝒏𝟏 events in the first sample and  𝒏𝟐 events in

the second sample.

To determine the significance of the difference we use the formula

𝑺𝒅 = 
 𝒏𝟏−𝑲 𝒏𝟐

𝝀𝒕𝟏+𝑲
𝟐𝝀𝒕𝟐

,        (3)

where K =
𝒕𝟏

𝒕𝟐
. Expected numbers of events under study in samples 𝝀𝒕𝟏 and

𝝀𝒕𝟐 are variances of corresponding Poisson distributions.
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Asymptotical normality III
Suppose that  𝒏𝟏 and  𝒏𝟐 are unbiased estimates of corresponding expected

values 𝒏𝟏 and 𝒏𝟐 for given samples (asymptotically it is true [8]),

i.e. E( 𝒏𝒊) = E(𝒏𝒊) = 𝝀𝒕𝒊 , i =1,2

(it is true also for statistically dual distributions [9]).

Then, due to the stationarity of the flow of events and the independence of

samples, we have

𝑬(𝑺𝒅) = E(
 𝒏𝟏−𝑲 𝒏𝟐

𝝀𝒕𝟏+𝑲
𝟐𝝀𝒕𝟐

) = 
𝑬( 𝒏𝟏)−𝑲𝑬( 𝒏𝟐)

𝝀𝒕𝟏+𝑲
𝟐𝝀𝒕𝟐

= 
𝝀𝒕𝟏 −𝑲𝝀𝒕𝟐

𝝀𝒕𝟏+𝑲
𝟐𝝀𝒕𝟐
= 𝟎 ,        (4)

𝑫(𝑺𝒅) = D(
 𝒏𝟏−𝑲 𝒏𝟐

𝝀𝒕𝟏+𝑲
𝟐𝝀𝒕𝟐

) = 
𝑫  𝒏𝟏 +𝑫(𝑲 𝒏𝟐)

𝝀𝒕𝟏+𝑲
𝟐𝝀𝒕𝟐

= 
𝝀𝒕𝟏 +𝑲

𝟐𝝀𝒕𝟐

𝝀𝒕𝟏+𝑲
𝟐𝝀𝒕𝟐
= 𝟏 . (5)

It means that asymptotical normality of Eq. 1 [8] take place in the case of

Eq. 2.
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Conclusions
This property allows to use significance 𝑺𝒅 in many applications of data

analysis.

Due to this property one can construct the scale for distance between, for

example, histograms [10] (or dependencies) by the use a multivariate test

statistics. As a result,

-- we can compare corresponding parts of two histograms;

-- we can compare multidimensional histograms likewise as unidimensional

histograms;

-- we can compare two sets of several histograms simultaneously likewise

as we compare a pair of histograms;

In principle, this “significance” is a value which is inverse to relative

uncertainty of the difference between two measured values in gauss

approximation.
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