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Why Standard Model Physics?

Search for deviations from SM:  
- Many new physics models reveal deviations from SM similar to the ones from NLO or NNLO 

QCD 

Example: contact interactions versus bump-hunting search 

Establish: 
- Understanding of backgrounds to new physics searches 

- Improved proton PDFs 

Explore the SM self consistency: 
Measure its parameters with high-precision
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...in the era of the Higgs Boson
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Detailed Picture: latest Gfitter results III 
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• Compare full SM fit (without m(H)) and 

world average m(H) value from Sept 2012. 

Agreement is excellent ! 

 

• Note from EWK parameter fitting point of 

view, m(H) experimental precision already 

far exceeds what is needed. 

• Compare full SM fit (without m(W), m(Top) 

= blue ellipse) and individual best m(W) 

and m(Top) measurements (data point). 

• Width of ellipse projected along m(W) axis 

has many small contributions, but the 4 

MeV theory uncertainty (HO corrections) is 

dominant. 

 

• Agreement is excellent. Projected errors on 

ellipse are about ± 10 MeV in m(W) 

direction and ± 2 GeV in m(Top), setting 

scale for experimental improvements. 

 

Now that the Higgs was found, 
measuring the top and W mass precise 
enough will be an enduring challenge



How we do it?
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Many topics left out:

SM Higgs production

Heavy-flavour physics (B-physics)

Heavy-ion physics (physics in dense media)

Hadrons Higgs

EWK corrections



Inclusive Jet Cross Sections
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NLO QCD predictions describe data over 9 orders of magnitude!

Jet inclusive data starts to constrain gluon PDFs 


(CT14, MMHT14, NNPDF3.0, HERAPDF2.0)

8 TeV

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/STDM-2015-01/

NLO QCD prediction with the MMHT2014 
PDF set corrected for non-perturbative 

and electroweak effects 

Measurement done for two jet algorithms:
•  anti-kt R=0.4
•  anti-kt R=0.6

New

Dominant uncertainty is 
the jet energy scale



Inclusive jet cross section
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Triple differential dijet cross section
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1 Introduction

The pairwise production of hadronic jets is one of the fundamental processes at hadron collid-
ers. Dijet events with high transverse momenta can be described by parton-parton scattering
in the context of quantum chromodynamics (QCD). Measurements of dijet cross sections can
be used to thoroughly test predictions of perturbative QCD (pQCD) at high energies and to
constrain the parton distribution functions (PDFs). Earlier measurements of dijet cross sec-
tions in proton-(anti)proton collisions have been performed as a function of dijet mass at the
SPPS, ISR, and Tevatron colliders [1–6]. At the LHC, dijet measurements as a function of di-
jet mass have been reported in Refs. [7–11]. Alternatively, dijet events have also been studied
triple-differentially in transverse energy, and the pseudorapidities h1 and h2 of the two leading
jets [12, 13].

In this paper, a measurement of triple-differential dijet cross sections is presented. The cross
sections are measured as a function of the average transverse momentum pT,avg = 1

2 (pT,1 + pT,2)
of the two leading jets, half their rapidity separation y⇤ = 1

2 |y1 � y2|, and the boost of the dijet
system, yb = 1

2 |y1 + y2|. The corresponding dijet event topologies are illustrated in Fig. 1.
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Figure 1: Illustration of the dijet event topologies in the y⇤ and yb kinematic plane. The dijet
system can be classified as a same-side or opposite-side jet event according to the boost yb of
the two leading jets providing insight into the parton kinematics.

The relation of the dijet rapidities and the parton momentum fractions x1,2 at leading order (LO)
is given by x1,2 = pTp

s (e
±y1 + e±y2). For large values of yb, the momentum fractions carried by

the incoming partons must correspond to one large and one small value, while for small yb the
momentum fractions must be approximately equal. In addition, for high transverse momenta
of the dijets, x values beyond 0.1 are probed, where the proton PDFs are not well known yet.

The decomposition of the dijet cross sections into the contributing partonic subprocesses is
shown at next-to-leading-order (NLO) accuracy from NLOJET++ [14, 15] in Fig. 2. At small
yb and in particular large pT,avg a significant portion of the cross section corresponds to quark-
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Figure 2: Relative contributions of all subprocesses to the total cross section at NLO as a func-
tion of pT,avg in the various y⇤ and yb bins. The subprocess contributions are grouped into seven
categories according to the type of the incoming partons. The notation implies the sum over
initial-state parton flavors as well as interchanged quarks and antiquarks.
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4 4 Theory predictions

all PF candidates in the event. Its magnitude is referred to as Emiss
T . Dijet events exhibit little

missing transverse energy Emiss
T , which is required to be smaller than 30% of the total transverse

energy.

3 Measurement of triple-differential dijet cross sections

The triple-differential cross section for dijet production is defined as

d3s

dpT,avgdy⇤dyb
=

1
eLeff

int

N
DpT,avgDy⇤Dyb

,

where N denotes the number of dijet events, Lint,eff the effective integrated luminosity and e the
product of trigger and event selection efficiencies which are greater than 99% in the measured
phase space. Contributions from background processes like tt̄ production are several orders
of magnitude smaller and are neglected. The cross section is normalized by the widths of the
bins, DpT,avg, Dy⇤, and Dyb, respectively.

The cross sections are unfolded to stable particle level (lifetime ct > 1 cm) to correct for the de-
tector resolution effects. The iterative D’Agostini algorithm [23], as implemented in the RooUn-
fold package [24], is employed. The response matrix, which maps the particle-level distribution
to the measured distribution, is derived from simulation. An NLOJET++ prediction, obtained
with the CT14 PDF [25] and corrected for nonperturbative and electroweak effects, represents
the distribution at particle level and is smeared using the jet pT resolution to yield the mea-
sured distribution. The jet energy resolution (JER) is derived with the CMS detector simulation
based on the GEANT4 toolkit [26] and the PYTHIA 6 Monte Carlo (MC) event generator [27] and
is corrected for residual differences between data and simulation. The pT resolution is about
8% at 100 GeV and improves to 5% at 1 TeV. The iterative unfolding procedure is regularized
by the number of iterations, which is set to four. Due to bin migrations during the unfolding
procedure, small correlations of the statistical uncertainties between neighbouring bins are in-
troduced. The statistical uncertainties are smaller than 1% in the majority of the phase space
and increase up to 20% for highest pT,avg.

The dominant systematic uncertainties in the cross section arise from uncertainties in the jet
energy scale corrections and are about 2.5% in the central region and increase to 12% in the
forward regions. The uncertainty on the luminosity of 2.6% directly propagates into the cross
section. The uncertainty in the jet energy resolution enters the measurement through the un-
folding procedure and results in an additional uncertainty of 1% to 2% on the unfolded cross
section. Non-Gaussian tails in the detector response have a small influence in the forward re-
gion and cause an additional uncertainty of up to 2% there. Residual effects of small inefficien-
cies from the jet identification and trigger selection are covered by an uncorrelated uncertainty
of 1%. Figure 3 depicts all experimental uncertainties as well as the total uncertainty, which is
calculated as the quadratic sum of all individual sources.

4 Theory predictions

The NLO predictions of the triple-differential dijet cross section are calculated using NLO-
JET++, which is used within the framework of FASTNLO [28, 29]. The renormalization and fac-
torization scales µr and µ f are both set to µ = µ0 = pT,max · e0.3y⇤ , a scale choice first investigated
in [30]. Compared to a prediction with µ = pT,avg, the scale uncertainties are reduced for re-
gions with large values of yb. The predictions for cross sections obtained with different central

8 5 Results

Figure 5: The triple-differential dijet cross section in six bins of y⇤ and yb. The data are indicated
by different markers for each bin and the theory obtained with NLOJET++ and NNPDF 3.0,
complemented with EW and NP corrections, is depicted by solid lines. Apart from the boosted
region, the data are well described by NLO theory calculations over many orders of magnitude.

10 6 PDF constraints

Figure 6: Ratio of the triple-differential dijet cross section to the NLOJET++ prediction using
the NNPDF 3.0 set. The data points including statistical uncertainties are indicated by markers,
the total experimental uncertainty is represented by the hatched band. The solid band shows
the PDF, scale, and NP uncertainties quadratically added, the solid and dashed lines give the
predictions calculated with different PDF sets.
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jets [12, 13].

In this paper, a measurement of triple-differential dijet cross sections is presented. The cross
sections are measured as a function of the average transverse momentum pT,avg = 1

2 (pT,1 + pT,2)
of the two leading jets, half their rapidity separation y⇤ = 1

2 |y1 � y2|, and the boost of the dijet
system, yb = 1

2 |y1 + y2|. The corresponding dijet event topologies are illustrated in Fig. 1.
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Figure 1: Illustration of the dijet event topologies in the y⇤ and yb kinematic plane. The dijet
system can be classified as a same-side or opposite-side jet event according to the boost yb of
the two leading jets providing insight into the parton kinematics.

The relation of the dijet rapidities and the parton momentum fractions x1,2 at leading order (LO)
is given by x1,2 = pTp

s (e
±y1 + e±y2). For large values of yb, the momentum fractions carried by

the incoming partons must correspond to one large and one small value, while for small yb the
momentum fractions must be approximately equal. In addition, for high transverse momenta
of the dijets, x values beyond 0.1 are probed, where the proton PDFs are not well known yet.

The decomposition of the dijet cross sections into the contributing partonic subprocesses is
shown at next-to-leading-order (NLO) accuracy from NLOJET++ [14, 15] in Fig. 2. At small
yb and in particular large pT,avg a significant portion of the cross section corresponds to quark-
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Figure 6: Ratio of the triple-differential dijet cross section to the NLOJET++ prediction using
the NNPDF 3.0 set. The data points including statistical uncertainties are indicated by markers,
the total experimental uncertainty is represented by the hatched band. The solid band shows
the PDF, scale, and NP uncertainties quadratically added, the solid and dashed lines give the
predictions calculated with different PDF sets.
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SPPS, ISR, and Tevatron colliders [1–6]. At the LHC, dijet measurements as a function of di-
jet mass have been reported in Refs. [7–11]. Alternatively, dijet events have also been studied
triple-differentially in transverse energy, and the pseudorapidities h1 and h2 of the two leading
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the incoming partons must correspond to one large and one small value, while for small yb the
momentum fractions must be approximately equal. In addition, for high transverse momenta
of the dijets, x values beyond 0.1 are probed, where the proton PDFs are not well known yet.

The decomposition of the dijet cross sections into the contributing partonic subprocesses is
shown at next-to-leading-order (NLO) accuracy from NLOJET++ [14, 15] in Fig. 2. At small
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13

Figure 8: The gluon (top left), sea quark (top right), d valence quark (bottom left) and u valence
quark (bottom right) PDFs as a function of x as derived from HERA inclusive DIS data alone
(hatched band) and in combination with CMS dijet data (solid band). The PDFs are shown at
the scale Q2 = 104 GeV2 with their total uncertainties.

the fit with HERA DIS data alone, the gluon PDF decreases at medium x and increases at high
x. Similar effects were observed before, e.g. in Ref. [46]. The valence quark PDFs and the sea
quark PDFs exhibit reduced uncertainties in the high-x region as well. For x values beyond
⇡ 0.7 or below 10�3 the extracted PDFs are not directly constrained by data and should be
considered as extrapolations that rely on PDF parameterization assumptions alone. The PDFs
are compared to those obtained with inclusive jet data at

p
s = 8 TeV in Fig. 9. The shapes

of the PDFs and the uncertainties are similar. Somewhat larger uncertainties in the valence
quark distributions observed in the fit using the dijet data with respect to those obtained from
inclusive jet cross sections can be explained by stronger sensitivity of the dijet data to the light
quark distributions, resulting in an increased flexibility of the PDF parametrisation, however
at the cost of an increased uncertainty.

The measurement of triple-differential dijet cross sections not only provides constraints on the
PDFs, but also on the strong coupling constant. Therefore, the PDF fit is repeated with an addi-
tional free parameter: the strong coupling constant aS(MZ). The uncertainties are determined
in the same way as in the PDF determination. The obtained value for the strong coupling
constant reads

15

aS(MZ) = 0.1199 ± 0.0015(exp)+0.0002
�0.0002(mod)+0.0002

�0.0004(par) ,

where the quoted experimental uncertainty accounts for all sources of uncertainties of the
HERA and CMS data sets as well as the NP uncertainties. The consideration of scale uncertain-
ties in a PDF fit is an open issue in the PDF community as they cannot be treated as Gaussian
and therefore are not taken into account in any PDF fit. Two different methods to evaluate the
scale uncertainty on aS(MZ) were studied: First, the renormalization and factorization scales
were varied in the calculation of the dijet data. The fit was repeated for each variation. The
uncertainty is evaluated as detailed in Sec. 4 and yields DaS(MZ) =

+0.0026
�0.0016 (scale).

The second procedure is analogous to the method which was applied in previous determina-
tions of aS(MZ), e.g. in Ref. [46, 60]. The PDFs are derived for a series of fixed values of aS(MZ).
Using this series, the best fit aS(MZ) value of the dijet data is determined for each scale varia-
tion. Here, the evaluated uncertainty is DaS(MZ) =

+0.0031
�0.0019 (scale). Since this uncertainty is the

most consistent to be compared with previous determinations of aS(MZ), it is quoted as the
main result.

The determined value of aS(MZ) is in agreement with the world average of aS(MZ) = 0.1181±
0.0013 [61] and with the result of the similar analysis using inclusive jet data [46]. In all cases,
the dominant source of uncertainty is of theoretical origin.

7 Summary

A measurement of triple-differential dijet cross sections has been presented. The data were
found to be well described by NLO predictions corrected for NP and EW effects except for a
boosted event topology, which suffers from large PDF uncertainties. The precise data constrain
the PDFs, especially in the boosted regime, where the highest momentum fractions x of the
PDFs are probed. The impact of the data on the PDFs was demonstrated by performing a
simultaneous fit to DIS cross sections obtained from the HERA experiments and the dijet cross
sections measured in this paper. If the dijet data are considered, a slightly harder gluon PDF
is obtained and the overall uncertainties of the PDFs, especially those of the gluon PDF, are
significantly reduced.

The strong coupling constant aS(MZ) has been determined together with the PDFs in a simul-
taneous fit. The value obtained reads

aS(MZ) = 0.1199 ± 0.0015 (exp) ± 0.0002 (mod) +0.0002
�0.0004 (par) +0.0031

�0.0019 (scale)

and is in agreement with the world average value of aS(MZ) = 0.1181 ± 0.0013 determined
by the PDG in the spring 2015 update of Ref. [61]. The dominant uncertainty is of theoretical
origin that might be improved significantly in the future with the help of pQCD predictions at
next-to-next-to-leading order [62].
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(hatched band) and in combination with CMS dijet data (solid band). The PDFs are shown at
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the fit with HERA DIS data alone, the gluon PDF decreases at medium x and increases at high
x. Similar effects were observed before, e.g. in Ref. [46]. The valence quark PDFs and the sea
quark PDFs exhibit reduced uncertainties in the high-x region as well. For x values beyond
⇡ 0.7 or below 10�3 the extracted PDFs are not directly constrained by data and should be
considered as extrapolations that rely on PDF parameterization assumptions alone. The PDFs
are compared to those obtained with inclusive jet data at

p
s = 8 TeV in Fig. 9. The shapes

of the PDFs and the uncertainties are similar. Somewhat larger uncertainties in the valence
quark distributions observed in the fit using the dijet data with respect to those obtained from
inclusive jet cross sections can be explained by stronger sensitivity of the dijet data to the light
quark distributions, resulting in an increased flexibility of the PDF parametrisation, however
at the cost of an increased uncertainty.

The measurement of triple-differential dijet cross sections not only provides constraints on the
PDFs, but also on the strong coupling constant. Therefore, the PDF fit is repeated with an addi-
tional free parameter: the strong coupling constant aS(MZ). The uncertainties are determined
in the same way as in the PDF determination. The obtained value for the strong coupling
constant reads
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Table 9: Evolution of the strong coupling constant between the scale of the Z boson mass and
the cross-section averaged HT,2/2 scale hQi for the separate determinations in each respective
fit range. The evolution is performed for five flavours at 2-loop order with the RUNDEC pro-
gram [50, 51].

HT,2/2 hQi as(MZ) aS(Q) No. of data c2/ndof

( GeV) ( GeV) points

300–420 340 0.1157 +0.0060
�0.0030 0.0969 +0.0041

�0.0021 4 2.8/3
420–600 476 0.1153 +0.0062

�0.0025 0.0928 +0.0039
�0.0016 6 6.1/5

600–1000 685 0.1134 +0.0059
�0.0028 0.0879 +0.0035

�0.0017 9 7.1/8
1000–1680 1114 0.1147 +0.0074

�0.0040 0.0841 +0.0039
�0.0021 10 5.4/9
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Inclusive isolated-photon cross section
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ET(γ) > 150 GeV

The NLO pQCD predictions(Jetphox) provide an adequate description of the data 
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Di-photon production cross section
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J/ψ production in jets

13See: LHCb parallel talk by Philip Ilten
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Precision measurement of W and Z cross sections
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7 TeV, 4.6 fb-1
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Figure 17: Di↵erential d�/d|⌘` | cross-section measurements for W+ (left) and W� (right), for the electron channel
(open circles), the muon channel (open squares) and their combination with uncorrelated uncertainties (crosses)
and the total uncertainty, apart from the luminosity error (green band). Also shown are the ratios of the e and
µ measurements to the combination and the pulls of the individual measurements in terms of their uncorrelated
uncertainties, see text.
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Figure 18: Di↵erential d�/d|y`` | cross-section measurements for Z/�⇤ ! `` in the three m`` regions, for the electron
channel (open circles), the muon channel (open squares) and their combination with uncorrelated uncertainties
(crosses) and the total uncertainty, apart from the luminosity error (green band). Also shown are the ratios of the e
and µ measurements to the combination and the pulls of the individual measurements in terms of their uncorrelated
uncertainties, see text.
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Measurement of differential and integrated cross sections

W → (e,μ)ν 

Z → (ee,μμ)

Differential
measurements

|y(ee,μμ)|
3 mass bins

|η(ee,μμ)| Z → (ee,μμ)W → (e,μ)ν 

Since 2010:
•  100x statistics
• Luminosity determination 3.4% → 1.8%
• Better understanding of triggers and lepton reconstruction

Main systematics:
- Signal modeling
- Multijet background

https://arxiv.org/abs/1612.03016
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Figure 19: Integrated fiducial cross sections times leptonic branching ratios of �fid
W+!`+⌫ vs. �fid

W�!`� ⌫̄ (left) and
�fid

W±!`±⌫ vs. �fid
Z/�⇤!`+`� (right). The data ellipses illustrate the 68% CL coverage for the total uncertainties (full

green) and total excluding the luminosity uncertainty (open black). Theoretical predictions based on various PDF
sets are shown with open symbols of di↵erent colours. The uncertainties of the theoretical calculations correspond
to the PDF uncertainties only.

PDF set �fid
W+!`+⌫ [pb] �fid

W�!`�⌫̄ [pb] �fid
W±!`±⌫ [pb] �fid

Z/�⇤!`` [pb]

ABM12 2949 ± 35 1952 ± 23 4900 ± 57 490.8 ± 5.7

CT14 2850+77
�82 1918+46

�57 4770+120
�140 481+11

�14

HERAPDF2.0 3001+89
�66 1996+48

�31 5000+140
�90 497+16

�9

JR14 2909+13
�11 1936+10

�9 4845+23
�19 484.4 ± 2.2

MMHT2014 2882+49
�42 1937+30

�32 4819+75
�72 485+7.4

�6.9

NNPDF3.0 2828 ± 59 1881 ± 41 4709 ± 99 472.2 ± 7.2

Table 16: Predictions at NNLO QCD and NLO EW as obtained with DYNNLO 1.5 for the integrated fiducial cross
sections. The given uncertainties correspond to PDF uncertainties only and are evaluated following the di↵erent
prescriptions of the PDF groups.

PDF sets CT14, MMHT2014 and NNPDF3.0 give predictions that are lower for both the W+ and the W�
cross sections, a trend that is also observed for the Z/�⇤ cross section.

The ratios of the combined fiducial cross sections, presented before in Table 8, are compared in Figure 20
to NNLO QCD predictions based on various PDF sets. It is observed that the measured W+/W� ratio is
well reproduced, but, as already seen in the correlation plots above, all PDF sets predict a higher W/Z
ratio than measured in the data.
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Figure 20: Ratios of the fiducial cross sections times leptonic branching ratios of �fid
W+!`+⌫/�

fid
W�!`� ⌫̄ (left) and

�fid
W±!`±⌫/�

fid
Z/�⇤!`+`� (right). The data (solid blue line) are shown with the statistical (yellow band) and the total

uncertainties (green band). Theoretical predictions based on various PDF sets are shown with open symbols of
di↵erent colours. The uncertainties of the theoretical calculations correspond to the PDF uncertainties only.

6.3 Rapidity distributions

6.3.1 W+ and W� cross sections

Di↵erential cross sections as a function of lepton pseudorapidity in W ! `⌫ decays, for both W+ and W�,
are shown in Figure 21 and compared to NNLO perturbative QCD predictions, including NLO EW cor-
rections. The predictions with the ABM12 PDF set match the data particularly well, while the predictions
of NNPDF3.0, CT14, MMHT14 and JR14, tend to be below and the HERAPDF2.0 set slightly above the
W cross-section data. For many PDF sets, the di↵erences, however, do not exceed the luminosity uncer-
tainty of 1.8% by a significant amount. Di↵erent groups producing PDF sets make di↵erent choices in
their evaluation of uncertainties. For example, the JR14 set is less consistent with these data even though
it is somewhat closer to the data than the NNPDF3.0 set, which quotes much larger uncertainties than
JR14.

The measurements of W+ and W� cross sections as a function of ⌘` are used to extract the lepton charge
asymmetry

A` =
d�W+/d|⌘`| � d�W�/d|⌘`|
d�W+/d|⌘`| + d�W�/d|⌘`| , (19)

taking into account all sources of correlated and uncorrelated uncertainties.

Figure 22 shows the measured charge asymmetry and the predictions based on various PDF sets. The
experimental uncertainty ranges from 0.5% to 1%. Most of the predictions agree well with the asymmetry
measurement, only CT14 somewhat undershoots the data. The NNPDF3.0 set, which uses W± asymmetry
data from the CMS Collaboration [19, 20], matches the ATLAS data very well, even within its very small
uncertainties. On the other hand, these predictions are in general 3–5% below both the measured W+ and
W� di↵erential cross sections. This highlights the additional information provided by precise, absolute
di↵erential measurements with full uncertainty information, including the correlations, as compared to
an asymmetry measurement.
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Figure 21: Di↵erential d�W+/d|⌘` | (left) and d�W�/d|⌘` | (right) cross-section measurement for W ! `⌫. Predic-
tions computed at NNLO QCD with NLO EW corrections using various PDF sets (open symbols) are compared to
the data (full points). The ratio of theoretical predictions to the data is also shown. The predictions are displaced
within each bin for better visibility. The theory uncertainty corresponds to the quadratic sum of the PDF uncertainty
and the statistical uncertainty of the calculation.
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Figure 22: Lepton charge asymmetry A` in W ! `⌫ production as a function of the lepton pseudorapidity |⌘` |. Pre-
dictions computed at NNLO QCD with NLO EW corrections using various PDF sets (open symbols) are compared
to the data (full points). The ratio of theoretical predictions to the data is also shown. The predictions are displaced
within each bin for better visibility. The theory uncertainty corresponds to the quadratic sum of the PDF uncertainty
and the statistical uncertainty of the calculation.
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Figure 23: Di↵erential cross-section measurement d�/d|y`` | for Z/�⇤ ! `` in the Z-peak region, 66 < m`` <
116GeV, for central (left) and forward rapidity values (right). Predictions computed at NNLO QCD with NLO EW
corrections using various PDF sets (open symbols) are compared to the data (full points). The ratio of theoretical
predictions to the data is also shown. The predictions are displaced within each bin for better visibility. The
theory uncertainty corresponds to the quadratic sum of the PDF uncertainty and the statistical uncertainty of the
calculation.

6.3.2 Z/�⇤ cross sections

Di↵erential Z/�⇤ ! `` cross-sections, as a function of the dilepton rapidity, are shown in Figures 23
and 24, and compared to NNLO perturbative QCD predictions, including NLO EW corrections. The
predictions are evaluated with various PDF sets. At the Z peak, where the highest precision is reached for
the data, all predictions are below the data at central rapidity, |y``| < 1, but least for the HERAPDF2.0 set,
which quotes the largest uncertainties. In the forward region, the PDFs agree well with the measurement,
which, however, is only precise to the level of a few percent and thus not very sensitive to di↵erences
between PDFs. In the low mass Z/�⇤ ! `` region, Figure 24, several of the PDF sets exhibit a di↵erent
rapidity dependence than the data although being mostly consistent with the measurement. This also
holds for the central rapidity region at high mass, 116 < m`` < 150GeV. The precision of the data in the
forward region at high mass is too low to allow discrimination between the various PDF sets, all of which
reproduce the measured rapidity dependence within the quoted uncertainties.

6.4 PDF profiling results

Using the profiling technique introduced in Section 6.1, the agreement between data and predictions can
be quantitatively assessed. Table 17 provides �2/n.d.f. values for each Drell–Yan data set and a number
of PDFs, taking into account the experimental uncertainties, and also including the uncertainties provided
by the individual PDF sets. Including the full PDF uncertainties, a satisfactory description of the data is
achieved with the CT14 PDFs, where the �2/n.d.f. is similar to the dedicated PDF analysis presented in
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Figure 26: Distribution of xū (left), xd̄ (middle) and xs (right) PDFs as a function of Bjorken-x at a scale of Q2 =
1.9GeV2 for the MMHT14 PDF set before and after profiling.

seen to be significantly reduced and the central values, at x ' 0.023, increased towards unity, supporting
the hypothesis of an unsuppressed strange-quark density at low x.

The sea-quark distributions, xū, xd̄ and xs̄, before and after profiling with the MMHT14 set, are shown
in Figure 26. The strange-quark distribution is significantly increased and the uncertainties are reduced.
This in turn leads to a significant reduction of the light sea, xū + xd̄, at low x, resulting from the tight
constraint on the sum 4ū + d̄ + s̄ from the precise measurement of the proton structure function F2 at
HERA. Some reduction of the uncertainty is also observed for the valence-quark distributions, xuv and
xdv, as is illustrated in Figure 27 for the CT14 and MMHT14 sets.

53

 x  
-310 -210 -110

)2
)(x

,Q
d+u

)/(s
 (s

+

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2  
2 = 1.9 GeV2Q

MMHT14
CT14

ATLAS

 x  
-310 -210 -110

)2
)(x

,Q
d+u

)/(s
 (s

+

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2  
2 = 1.9 GeV2Q

MMHT14 profiled
CT14 profiled

ATLAS
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seen to be significantly reduced and the central values, at x ' 0.023, increased towards unity, supporting
the hypothesis of an unsuppressed strange-quark density at low x.

The sea-quark distributions, xū, xd̄ and xs̄, before and after profiling with the MMHT14 set, are shown
in Figure 26. The strange-quark distribution is significantly increased and the uncertainties are reduced.
This in turn leads to a significant reduction of the light sea, xū + xd̄, at low x, resulting from the tight
constraint on the sum 4ū + d̄ + s̄ from the precise measurement of the proton structure function F2 at
HERA. Some reduction of the uncertainty is also observed for the valence-quark distributions, xuv and
xdv, as is illustrated in Figure 27 for the CT14 and MMHT14 sets.
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of a factor of three in the experimental uncertainty relative to the ATLAS-epWZ12 fit [37] owing to the
ATLAS data that provide the sensitivity to the strange-quark density. The model uncertainties are re-
duced by a factor of three, mainly because of the better control of the charm-quark mass parameter from
the HERA data [133]. The parameterization uncertainty is determined to be +0.02

�0.10 as compared to +0.10
�0.15 in

the former analysis since the new, more precise data leave less freedom in the parameter choice. The vari-
ation to lower rs is dominated by the variation due to adding the Bs̄ parameter which was not accounted
for in the previous analysis. The result is thus a confirmation and improvement of the previous observa-
tion [37] of an unsuppressed strange-quark density in the proton. As a cross-check, a re-analysis of the
2010 data with the present theoretical framework was performed, which yields a value of rs consistent
with both the former and the new value.

One may also express the strange-quark fraction with respect to the total light-quark sea, which is the
sum of up and down sea-quark distributions, at the scale Q2 = Q2

0 = 1.9GeV2 and x = 0.023:

Rs =
s + s̄
ū + d̄

= 1.13 ± 0.05 (exp) ± 0.02 (mod) +0.01
�0.06 (par) . (24)

The new determinations of rs and Rs are illustrated in Figure 31. The measurement is presented with
the experimental and the PDF-fit related uncertainties, where the latter results from adding the model
and parameterization uncertainties in quadrature. The outer band illustrates additional, mostly theoretical
uncertainties which are presented below. The result is compared with recent global fit analyses, ABM12,
MMHT14, CT14 and NNPDF3.0. All of these predict rs and Rs to be significantly lower than unity, with
values between about 0.4 and 0.6. Furthermore, these global fit analyses are seen to exhibit substantially
di↵erent uncertainties in rs and Rs due to exploiting di↵erent data and prescriptions for fit uncertainties.
The new result is in agreement with the previous ATLAS-epWZ12 analysis also shown in Figure 31. It
is also consistent with an earlier analysis by the NNPDF group [62] based on collider data only, which
obtains a value near unity, albeit with large uncertainties. 10

A careful evaluation of the value of rs requires the consideration of a number of additional, mostly theor-
etical uncertainties. These lead to the more complete result for rs

rs = 1.19 ± 0.07 (exp) +0.13
�0.14 (mod + par + thy) . (25)

Here the previously discussed model and parameterization uncertainties are summarized and added to-
gether with further theoretical uncertainties (thy) as follows: i) the uncertainty in ↵S(m2

Z) is taken to be
±0.002 with a very small e↵ect on rs; ii) the relative uncertainty of the LHC proton beam energy is
±0.6% [101] resulting in a change in rs of ±0.03; iii) the electroweak corrections and their application,
as described in Section 6.1, introduce a one percent additional error for rs; iv) the whole analysis was
repeated with predictions obtained with the FEWZ program (version 3.1b2) leading to a value of rs en-
larged by +0.10 as compared to the DYNNLO result; v) finally the variation of the renormalization (µr)
and factorization (µf) scales changes the result by 10% if one varies these by factors of 2 up and 1/2 down
(see below for further details). Table 20 details all uncertainty components of rs and also Rs.

Various further cross-checks are performed in order to assess the reliability of the strange-quark density
measurement.

10 The CT10nnlo PDF set [61] is observed to have a less suppressed strange-quark distribution with Rs = 0.80+0.20
�0.16 and rs =

0.76+0.19
�0.16, which is in slightly better agreement with the data than the newer CT14 PDF set.
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Figure 31: Determination of the relative strange-to-down sea quark fractions rs (left) and Rs (right). Bands: Present
result and its uncertainty contributions from experimental data, QCD fit, and theoretical uncertainties, see text;
Closed symbols with horizontal error bars: predictions from di↵erent NNLO PDF sets; Open square: previous
ATLAS result [37]. The ratios are calculated at the initial scale Q2

0 = 1.9GeV2 and at x = 0.023 corresponding to
the point of largest sensitivity at central rapidity of the ATLAS data.

• To test the sensitivity to assumptions about the low-x behaviour of the light-quark sea, the constraint
on ū = d̄ as x ! 0 is removed by allowing Ad̄ and Bd̄ to vary independently from the respective
Aū and Bū. The resulting ū is compatible with d̄ within uncertainties of ' 8% at x ⇠ 0.001 and Q2

0,
while s + s̄ is found to be unsuppressed with rs = 1.16.

• The ATLAS-epWZ16 PDF set results in a slightly negative central value of xd̄�xū at x ⇠ 0.1, which
with large uncertainties is compatible with zero. This result is about two standard deviations below
the determination from E866 fixed-target Drell–Yan data [134] according to which xd̄ � xū ⇠ 0.04
at x ⇠ 0.1. It has been suggested that the ATLAS parameterization forces a too small xd̄ distribution
if the strange-quark PDF is unsuppressed [132]. However, the E866 observation is made at x ⇠ 0.1,
while the ATLAS W, Z data have the largest constraining power at x ⇠ 0.023. For a cross-check, the
E866 cross-section data was added to the QCD fit with predictions computed at NLO QCD. In this
fit xd̄ � xū is enhanced and nevertheless the strange-quark distribution is found to be unsuppressed
with rs near unity.

• Separate analyses of the electron and muon data give results about one standard deviation above
and below the result using their combination. If the W± and Z-peak data are used without the Z/�⇤
data at lower and higher m``, a value of rs = 1.23 is found with a relative experimental uncertainty
almost the same as in the nominal fit.

• A suppressed strange-quark PDF may be enforced by fixing rs = 0.5 and setting Cs̄ = Cd̄. The total
�2 obtained this way is 1503, which is 182 units higher than the fit allowing these two parameters to
be free. The ATLAS partial �2 increases from 108 units to 226 units for the 61 degrees of freedom.
A particularly large increase is observed for the Z-peak data, where �2/n.d.f. = 53/12 is found for
a fit with suppressed strangeness.

A final estimate of uncertainties is performed with regard to choosing the renormalization and factor-
ization scales in the calculation of the Drell–Yan cross sections. The central fit is performed using the
dilepton and W masses, m`` and mW , as default scale choices. Conventionally both scales are varied by
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Channel mW+ � mW� Stat. Muon Elec. Recoil Bckg. QCD EW PDF Total
[MeV] Unc. Unc. Unc. Unc. Unc. Unc. Unc. Unc. Unc.

W ! e⌫ �29.7 17.5 0.0 4.9 0.9 5.4 0.5 0.0 24.1 30.7
W ! µ⌫ �28.6 16.3 11.7 0.0 1.1 5.0 0.4 0.0 26.0 33.2

Combined �29.2 12.8 3.3 4.1 1.0 4.5 0.4 0.0 23.9 28.0

Table 13: Results of the mW+�mW� measurements in the electron and muon decay channels, and of the combination.
The table shows the statistical uncertainties; the experimental uncertainties, divided into muon-, electron-, recoil-
and background-uncertainties; and the modelling uncertainties, separately for QCD modelling including scale vari-
ations, parton shower and angular coe�cients, electroweak corrections, and PDFs. All uncertainties are given in
MeV.

12 Discussion and conclusions

This paper reports a measurement of the W-boson mass with the ATLAS detector, obtained through tem-
plate fits to the kinematic properties of decay leptons in the electron and muon decay channels. The
measurement is based on proton–proton collision data recorded in 2011 at a centre-of-mass energy ofp

s = 7 TeV at the LHC, and corresponding to an integrated luminosity of 4.6 fb�1. The measurement re-
lies on a thorough detector calibration based on the study of Z-boson events, leading to a precise modelling
of the detector response to electrons, muons and the recoil. Templates for the W-boson kinematic distribu-
tions are obtained from the NLO MC generator Powheg, interfaced to Pythia8 for the parton shower. The
signal samples are supplemented with several additional physics-modelling corrections allowing for the
inclusion of higher-order QCD and electroweak corrections, and by fits to measured distributions, so that
agreement between the data and the model in the kinematic distributions is improved. The W-boson mass
is obtained from the transverse-momentum distribution of charged leptons and from the transverse-mass
distributions, for positively and negatively charged W bosons, in the electron and muon decay channels,
and in several kinematic categories. The individual measurements of mW are found to be consistent and
their combination yields a value of

mW = 80370 ± 7 (stat.) ± 11 (exp. syst.) ± 14 (mod. syst.) MeV
= 80370 ± 19 MeV,

where the first uncertainty is statistical, the second corresponds to the experimental systematic uncertainty,
and the third to the physics-modelling systematic uncertainty. A measurement of the W+ and W� mass
di↵erence yields mW+ � mW� = �29 ± 28 MeV.

The W-boson mass measurement is compatible with the current world average of mW = 80385±15 MeV [29],
and similar in precision to the currently leading measurements performed by the CDF and D0 collabora-
tions [22, 23]. An overview of the di↵erent mW measurements is shown in Figure 28. The compatibility
of the measured value of mW in the context of the global electroweak fit is illustrated in Figures 29
and 30. Figure 29 compares the present measurement with earlier results, and with the SM prediction
updated with regard to Ref. [16] using recent measurements of the top-quark and Higgs boson masses,
mt = 172.84 ± 0.70 GeV [117] and mH = 125.09 ± 0.24 GeV [118]. This update gives a numerical value
for the SM prediction of mW = 80356 ± 8 MeV. The corresponding two-dimensional 68% and 95% con-
fidence limits for mW and mt are shown in Figure 30, and compared to the present measurement of mW
and the average of the top-quark mass determinations performed by ATLAS [117].
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Figure 25: The (a,b) p`T, (c,d) mT, and (e,f) pmiss
T distributions for (a,c,e) W+ events and (b,d,f) W� events in the muon

decay channel. The data are compared to the simulation including signal and background contributions. Detector
calibration and physics-modelling corrections are applied to the simulated events. For all simulated distributions,
mW is set according to the overall measurement result. The lower panels show the data-to-prediction ratios, the error
bars show the statistical uncertainty, and the band shows the systematic uncertainty of the prediction. The �2 values
displayed in each figure account for all sources of uncertainty and include the e↵ects of bin-to-bin correlations
induced by the systematic uncertainties.
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Figure 25: The (a,b) p`T, (c,d) mT, and (e,f) pmiss
T distributions for (a,c,e) W+ events and (b,d,f) W� events in the muon

decay channel. The data are compared to the simulation including signal and background contributions. Detector
calibration and physics-modelling corrections are applied to the simulated events. For all simulated distributions,
mW is set according to the overall measurement result. The lower panels show the data-to-prediction ratios, the error
bars show the statistical uncertainty, and the band shows the systematic uncertainty of the prediction. The �2 values
displayed in each figure account for all sources of uncertainty and include the e↵ects of bin-to-bin correlations
induced by the systematic uncertainties.
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Stability across a variety of analysis channels
and kinematic distributions

Modeling of pT(W)/pT(Z) one of the main sources of uncertainty
Measurement relies on Z→ll for calibration 
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 [MeV]Wm
80320 80340 80360 80380 80400 80420

LEP Comb. 33 MeV±80376

Tevatron Comb. 16 MeV±80387

LEP+Tevatron 15 MeV±80385

ATLAS 19 MeV±80370

Electroweak Fit 8 MeV±80356

Wm
Stat. Uncertainty
Full Uncertainty

ATLAS

MW = 80370 ± 19 MeV 

ATLAS measurement precision close to current best measurement
Consistent with other results and SM electroweak fit 
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Figure 4: Measured cross section as a function of the inclusive jet multiplicity (left) and ratio for successive in-
clusive jet multiplicities (right) for inclusive Z + jets events. The data are compared to the predictions from
BlackHat+Sherpa, Sherpa 2.2, Alpgen+Py6, MG5_aMC+Py8 CKKWL, and MG5_aMC+Py8 FxFx. The error
bars correspond to the statistical uncertainty, and the hatched bands to the data statistical and systematic uncer-
tainties (including luminosity) added in quadrature. A constant 5% theoretical uncertainty is used for Sherpa 2.2,
Alpgen+Py6, MG5_aMC+Py8 CKKWL, and MG5_aMC+Py8 FxFx. Uncertainties from the parton distribution
functions and QCD scale variations are included in the BlackHat+Sherpa predictions, as described in Section 3.3.

The results from the electron and muon channels are combined at dressed level for each distribution separ-
ately: inclusive and exclusive jet multiplicities, ratio for successive inclusive jet multiplicities, leading jet
pT for Z+ � 1, 2, 3, 4 jet events and jet pT for exclusive Z + 1 jet events, leading jet rapidity for inclusive
Z+ � 1 jet events, HT, ��jj, and mjj. A �2 function whose sum runs over all measurement sets (electrons
and muons), measurement points, and some of the uncertainty sources, is used for the combination [76,
77] and distinguishes between bin-to-bin correlated and uncorrelated sources of uncertainties, the latter
comprising the statistical uncertainty of the data and the statistical unfolding uncertainty. Uncertainties
specific to the lepton flavour and to the background are included in the �2 function, while the remain-
ing, flavour-uncorrelated, systematic uncertainties related to jets, pile-up, luminosity, and unfolding are
averaged after the combination.

8.2 Comparisons of results to predictions

The cross-section measurement for di↵erent inclusive Z+ jets multiplicities and their ratios obtained from
the combination are found in Tables 5 and 6. Figure 4 shows the comparison of these results with the
NLO QCD fixed-order calculations from BlackHat+Sherpa and with the predictions from Sherpa 2.2,
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Figure 28: The differential cross section for Z (! ``) + jets production as a function of
the dijet invariant mass for Njets � 2 compared to the predictions calculated with MAD-
GRAPH 5+PYTHIA 6, SHERPA 2, and MG5 aMC +PYTHIA 8. The lower panels show the ratios
of the theoretical predictions to the measurements. Error bars around the experimental points
show the statistical uncertainty, while the cross-hatched bands indicate the statistical and sys-
tematic uncertainties added in quadrature. The boxes around the MG5 aMC + PYTHIA 8 to
measurement ratio represent the uncertainty on the prediction, including statistical, theoretical
(from scale variations), and PDF uncertainties. The dark green area represents the statistical
and theoretical uncertainties only, while the light green area represents the statistical uncer-
tainty alone.
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10 10 Summary

and Figure 8, respectively. The predictions are generally in very good agreement with data
within uncertainties on jet pT spectra. The measured data cross sections on the jet rapidity dis-
tributions are well described by the merged NLO generator for all inclusive jet multiplicities
and by NNLO calculation for one inclusive jet multiplicity. MG AMC exhibits slightly a lower
trend in estimating data as compared to MG AMC FXFX and NNLO on jet pT and rapidity
distributions.

The measured data is also compared to the predictions on the jet HT observable, which is sen-
sitive to the effects of higher order corrections. The HT distributions for inclusive jet multiplic-
ities of 1 to 3 are shown in Figure 9. All of the predictions are in very good agreement with
data on the jet HT spectra for all inclusive jet multiplicities. Exceptionally, MG AMC slightly
underestimates data for low HT regions.
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Figure 6: The differential cross section measurement for the exclusive and inclusive jet multi-
plicities, compared to the predictions of MG AMC FXFX and MG AMC, where latter denoted
as MG in the legends. Black circular markers with the grey hatched band represent the un-
folded data measurement and its total experimental uncertainty. MG AMC is given only with
its statistical uncertainty. Color filled band around MG AMC FXFX prediction represents its
theoretical uncertainty incuding both statistical and systematical uncertainties. The lower pan-
els show the ratios of the prediction to the unfolded data.

10 Summary
The first measurement of the differential cross sections for a W boson produced in association
with jets in proton-proton collisions at a centre-of-mass energy of 13 TeV is presented. The col-
lisions data used correspond to an integrated luminosity of 2.5 fb�1 with 25 ns bunch crossing
and were collected with the CMS detector during 2015 at the LHC.
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Figure 9: Cross sections differential in Dy(j1, j2) for inclusive jet multiplicities 2–4, compared to
the predictions of MADGRAPH, MADGRAPH5 aMC@NLO, SHERPA 2, and BLACKHAT+SHERPA
(corrected for hadronization and multiple-parton interactions). Black circular markers with the
gray hatched band represent the unfolded data measurements and their total uncertainties.
Overlaid are the predictions together with their uncertainties. The lower plots show the ratio
of each prediction to the unfolded data.
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8.4 Comparison with data 15

way in the high Z boson pT and HT regions, which are potentially sensitive to new physics
contributions. The underestimation of the normalization by MADGRAPH 4FS and the over-
estimation by POWHEG are also observed in the ratio of Z(1b) and inclusive Z+jets processes
(described by the MADGRAPH generator in the 5FS). The pseudorapidity distribution (Fig. 5),
with an almost flat shape, clearly shows that the ratio for the 4FS-based prediction is about 4%,
compared to the 5% of the 5FS-based calculations, while POWHEG predicts about 6%. The 4FS
prediction also fails to reproduce the ratio of the leading jet pT spectra (Fig. 4), which is clearly
underestimated below 80 GeV. In contrast, POWHEG overestimates the spectrum in the soft re-
gion by about 30%. Similar discrepancies, although less pronounced, are observed for HT and
the Z boson pT. The ratio as a function of the azimuthal separation between the Z boson and
the b jet (Fig. 8) is also slightly underestimated by the MADGRAPH 4FS prediction when the Z
boson is approximately back-to-back with respect to the leading b jet, with a difference in the
azimuthal angles close to p. The results for the differential cross sections measured with the
Z(2b) event selection are shown in Figs. 9–17. Within uncertainties, no global normalization
discrepancy is observed, contrary to the Z(1b) case. The leading and subleading jet spectra are
slightly underestimated in the soft region by all the calculations (Figs. 9 and 10), while the Z
boson pT distribution is well reproduced, within uncertainties (Fig. 11). The 4FS predictions
overestimate the data at the high end of these pT distributions. The ratios of all theoretical pre-
dictions and the data show a slight positive slope for the azimuthal separation (Fig. 14). All the
other distributions are well reproduced. In general, given the experimental uncertainties, the
measurements do not strongly discriminate between the theoretical predictions.

50 100 150 200 250 300

 (p
b/

G
eV

)
Tb

 / 
dp

σd

-410

-310

-210

-110

Data

MadGraph 5FS + Pythia6

MadGraph 4FS + Pythia6

MadGraph-aMC@NLO + Pythia8

Powheg MINLO + Pythia8

 (8 TeV)-119.8 fbCMS

 ll) + at least 1 b jet→*(γZ/
 (R = 0.5) jetsTanti-k

| < 2.4jetη > 30 GeV, |jet
T

p

50 100 150 200 250 300

/ D
at

a 
  

0.5

1
1.5 , stat. uncertainty onlyNNLOσMadGraph 5FS + Pythia6, normalized to  

, stat. uncertainty onlyNLOσMadGraph 4FS + Pythia6, normalized to  

50 100 150 200 250 300

Th
eo

ry

0.5
1

1.5

, stat. + syst. uncertainties onlyNLOσMadGraph-aMC@NLO + Pythia8, normalized to  

 (GeV)
T

Leading b jet p
50 100 150 200 250 300

0.5

1

1.5

, stat. +syst. uncertainties onlyNLOσPowheg MINLO + Pythia8, normalized to 

50 100 150 200 250 300

] (
%

)
Tj

(Z
+j

) /
 d

p
σ

] /
 [d

Tb
(Z

+b
) /

 d
p

σ
[d

0

2

4

6

8

10
Data

MadGraph 5FS + Pythia6

MadGraph 4FS + Pythia6

MadGraph-aMC@NLO + Pythia8

Powheg MINLO + Pythia8

 (8 TeV)-119.8 fbCMS

 ll) + at least 1 b jet→*(γZ/
 (R = 0.5) jetsTanti-k

| < 2.4jetη > 30 GeV, |jet
T

p

50 100 150 200 250 300

/ D
at

a 
  

0.5

1
1.5 , stat. uncertainty onlyNNLOσMadGraph 5FS + Pythia6, normalized to  

, stat. uncertainty onlyNLOσMadGraph 4FS + Pythia6, normalized to  

50 100 150 200 250 300

Th
eo

ry

0.5
1

1.5

, stat. + syst. uncertainties onlyNLOσMadGraph-aMC@NLO + Pythia8, normalized to  

 (GeV)
T

Leading (b/j) jet p
50 100 150 200 250 300

0.5

1

1.5

, stat. +syst. uncertainties onlyNLOσPowheg MINLO + Pythia8, normalized to 

Figure 4: Differential fiducial cross section for Z(1b) production as a function of the leading
b jet pT (left), and the cross section ratio for Z(1b) and Z+jets production as a function of the
leading b/inclusive (j) jet pT (right), compared with the MADGRAPH 5FS, MADGRAPH 4FS,
MADGRAPH5 aMC@NLO, and POWHEG MINLO theoretical predictions (shaded bands), nor-
malized to the theoretical cross sections described in the text. For each data point the statistical
and the total (sum in quadrature of statistical and systematic) uncertainties are represented by
the double error bar. The width of the shaded bands represents the uncertainty in the theo-
retical predictions, and, for NLO calculations, the inner darker area represents the statistical
component only.
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Figure 5: Differential fiducial cross section for Z(1b) production as a function of the leading
b jet |h| (left), and the cross section ratio for Z(1b) and Z+jets production as a function of the
leading b/inclusive (j) jet |h| (right), compared with the MADGRAPH 5FS, MADGRAPH 4FS,
MADGRAPH5 aMC@NLO, and POWHEG MINLO theoretical predictions (shaded bands), nor-
malized to the theoretical cross sections described in the text. For each data point the statistical
and the total (sum in quadrature of statistical and systematic) uncertainties are represented by
the double error bar. The width of the shaded bands represents the uncertainty in the theo-
retical predictions, and, for NLO calculations, the inner darker area represents the statistical
component only.

9 Summary
The process of associated production of jets, including b jets, and a Z boson decaying into lep-
ton pairs (` = e, µ) are measured in LHC pp collisions at

p
s = 8 TeV with the CMS experiment,

using a data set corresponding to an integrated luminosity of 19.8 fb�1. The measured fiducial
cross sections are compared to several theoretical predictions. The cross sections are measured
as a function of various kinematic observables describing the event topology with a Z boson
and at least one b jet: the pT and h of the leading b jet, the Z boson pT, the scalar sum HT
of the jet transverse momenta, and the azimuthal angular difference between the directions of
the leading b jet and the Z boson. A comparison is made of the unfolded data with leading-
order pQCD predictions based on matrix element calculations matched with parton showering,
testing models using the MADGRAPH event generator, or with the NLO calculations, merging
predictions for zero, one, and two extra jets with MADGRAPH5 aMC@NLO, or for the first two
jets with POWHEG in the MINLO approach. In most cases the theoretical predictions agree with
the data, with the shape of the b jet pT distribution below 80 GeV slightly better reproduced by
MADGRAPH 4FS, while its normalization is underestimated by about 20%. The ratios of dif-
ferential cross sections for the production of a Z boson in association with at least one b jet
and the inclusive Z+jets production are measured and compared with theoretical expectations.
The 4FS-based prediction fails to describe the shape of the ratio as a function of the leading
b jet pT, and discrepancies in the shape are also observed for high values of the Z boson pT.
The production of a Z boson in association with two b jets is also investigated. In this case the
kinematic observables are the transverse momenta of the leading and subleading b jets, the pT
of the Z boson, the separations of the b jets both in azimuthal angle and in the h-f plane, the
minimal distance in the h-f plane between the Z boson and a b jet, the asymmetry between the

12 8 Results and comparison with theoretical predictions

Z(2b) within uncertainties. The ratio of the cross sections in the fiducial phase space for the
production of at least two and at least one b jet is

sfid(pp ! Z + (�2b))
sfid(pp ! Z + (�1b))

= 0.093 ± 0.004 (stat) ± 0.007 (syst),

to be compared with the theoretical prediction 0.084+0.002
�0.001 where the systematic uncertainties

are considered as fully correlated.

8.2 Observables

Differential cross sections as a function of a number of kinematic observables are measured in
order to characterize the production mechanisms of Z(1b) events. For Z(1b) events, five kine-
matic observables are studied. First, pT and |h| of the leading-pT b jet are measured, together
with the Z boson pT. The distributions of these variables are directly sensitive to the b quark
PDF and initial-state gluon splitting and may show differences between different PDF flavour
schemes. Searches for physics processes beyond the SM in Lorentz-boosted topology events
depend on precise knowledge of the Z boson pT distribution. The scalar sum HT of the trans-
verse momenta of all selected jets is related to the structure of the hadronic system recoiling
against the boson. The measurement of this observable at high values is potentially sensitive to
the presence of intermediate heavy particles decaying hadronically, as predicted, for example,
in some SUSY scenarios. Finally, the topology of the system composed of the Z boson and b
jet is studied by measuring the cross section as a function of the azimuthal angular separation
between the direction of the Z boson and the direction of the highest pT b jet, DfZb. This ob-
servable is also sensitive to the presence of boosted particles decaying into a Z boson and b
quarks. Ratios of the differential cross sections for Z(1b) and Z+jets events, inclusive in the jet
flavour, are also measured:

R(x) =
ds(Z+(�1b))/dx

ds(Z+jets)/dx
,

with x representing one of the five observables described above. The inclusive Z+jets event
selection is defined by releasing the requirement of a b-tagged jet in the Z(1b) selection. In
these ratios the kinematic observables referring to the highest pT b-tagged jet from the Z(1b)
sample are used in the numerator, while for the denominator the observables related to the
highest pT jet from the Z+jet sample are examined. Several systematic uncertainties cancel in
the ratios, allowing a precise comparison with theory. For Z(2b) events, the cross section is
measured as a function of the transverse momenta of the leading b jet and the Z boson, also
including in this case the pT spectrum of the subleading b jet. In addition, the cross section is
studied as a function of several variables explicitly related to the Z bb system topology. The
invariant mass Mbb of the bb system and the invariant mass MZbb of the Z bb system are stud-
ied, because their distributions are sensitive to the presence of heavy intermediate particles.
Angular correlations between the b jets and between each b jet and the Z boson are described
by four observables, also studied in Ref. [9]. The azimuthal angular separation Dfbb between
the directions of the two b jets in the transverse plane is useful to identify back-to-back config-
urations of the b quarks. The distance between the directions of the two b jets in the h-f plane
is defined as DRbb =

p
(Dhbb)2 + (Dfbb)2, where Dhbb is the separation in pseudorapidity be-

tween the two b jets. This variable is sensitive to the different production mechanisms of the
Z bb final-state b quarks. In particular, it is useful to discriminate between the contributions
whose scattering amplitudes are dominated by terms involving gluon splitting, g ! bb, and
those where a Z boson is emitted from one of the final-state b quarks. The process qq ! Zbb
contributes to both cases, while qg ! ZbbX (with X an additional parton) contributes to the
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Cross sections and theoretical predictions in the LHCb fiducial region
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Good agreement with NLO theoretical prediction: MCFM with CT10 + Phytia 8

Phys. Lett. B767 (2017) 110

Xabier Cid Vidal - Physics with electroweak gauge bosons at LHCbMarch 26th 2017 /2119

✦ Results: cross sections and theoretical 
predictions in LHCb fiducial region 
➡ NLO theory prediction: MCFM with PDF set CT10 

interleaved with Pythia8 

Table 30: Fit significances for 2012 data. Note that the results do not include the e↵ect of the
MC statistics template variations.

Sample Significance
tt̄ 4.9�

W+ + bb̄ 7.1�
W� + bb̄ 5.6�
W+ + cc̄ 4.7�
W� + cc̄ 2.5�
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Figure 38: Scan profile likelihood for the 2012 signal samples.
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Lepton + 2 b/c jets at √s = 8 TeV (III)

Phys. Lett. B767 (2017) 110

See: LHCb parallel talk by Marcin Kucharczyk
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Top pair production  
Consistent across all channels


(Experimental uncertainty: ~ 2.5-15%)


NNLO + NNLL QCD prediction 


Start constraining gluon PDFs!
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Measured in different channels with 
different techniques

 [GeV]topm
165 170 175 180 185

ATLAS+CMS Preliminary  = 7-8 TeVs summary, topmLHC top WG

shown below the line
(*) Superseded by results

Aug 2016
World Comb. Mar 2014, [7]

 0.67) GeV± 0.76 (0.36 ± = 173.34 topm

stat
total uncertainty total  stat

 syst)± total (stat ± topm        Ref.s

ATLAS, l+jets (*) 7 TeV  [1] 1.35)± 1.55 (0.75 ±172.31 
ATLAS, dilepton (*) 7 TeV  [2] 1.50)± 1.63 (0.64 ±173.09 
CMS, l+jets 7 TeV  [3] 0.97)± 1.06 (0.43 ±173.49 
CMS, dilepton 7 TeV  [4] 1.46)± 1.52 (0.43 ±172.50 
CMS, all jets 7 TeV  [5] 1.23)± 1.41 (0.69 ±173.49 
LHC comb. (Sep 2013) 7 TeV  [6] 0.88)± 0.95 (0.35 ±173.29 
World comb. (Mar 2014) 1.96-7 TeV  [7] 0.67)± 0.76 (0.36 ±173.34 
ATLAS, l+jets 7 TeV  [8] 1.02)± 1.27 (0.75 ±172.33 
ATLAS, dilepton 7 TeV  [8] 1.30)± 1.41 (0.54 ±173.79 
ATLAS, all jets 7 TeV  [9] 1.2)± 1.8 (1.4 ±175.1 
ATLAS, single top 8 TeV  [10] 2.0)± 2.1 (0.7 ±172.2 
ATLAS, dilepton 8 TeV  [11] 0.74)± 0.85 (0.41 ±172.99 
ATLAS, all jets 8 TeV  [12] 1.01)± 1.15 (0.55 ±173.80 

)l+jets, dil.
June 2016(ATLAS comb.  7+8 TeV  [11] 0.61)± 0.70 (0.34 ±172.84 

CMS, l+jets 8 TeV  [13] 0.48)± 0.51 (0.16 ±172.35 
CMS, dilepton 8 TeV  [13] 1.22)± 1.23 (0.19 ±172.82 
CMS, all jets 8 TeV  [13] 0.59)± 0.64 (0.25 ±172.32 
CMS, single top 8 TeV  [14] 0.95)± 1.22 (0.77 ±172.60 
CMS comb. (Sep 2015) 7+8 TeV  [13] 0.47)± 0.48 (0.13 ±172.44 
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Inclusive diboson cross sections summary
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theoσ / expσProduction Cross Section Ratio:   
0.5 1 1.5 2

CMS PreliminaryMarch 2017

All results at:
http://cern.ch/go/pNj7

γγ  0.12± 0.01 ±1.06 -15.0 fb
(NLO th.), γW  0.13± 0.03 ±1.16 -15.0 fb

(NLO th.), γZ  0.05± 0.01 ±0.98 -15.0 fb
(NLO th.), γZ  0.05± 0.01 ±0.98 -119.5 fb

WW+WZ  0.14± 0.13 ±1.01 -14.9 fb
WW  0.09± 0.04 ±1.07 -14.9 fb
WW  0.08± 0.02 ±1.00 -119.4 fb
WW  0.08± 0.05 ±0.96 -12.3 fb
WZ  0.06± 0.07 ±1.05 -14.9 fb
WZ  0.07± 0.04 ±1.02 -119.6 fb
WZ  0.07± 0.06 ±0.80 -12.3 fb
ZZ  0.07± 0.13 ±0.97 -14.9 fb
ZZ  0.08± 0.06 ±0.97 -119.6 fb
ZZ  0.05± 0.04 ±1.10 -135.9 fb

7 TeV CMS measurement (stat,stat+sys) 
8 TeV CMS measurement (stat,stat+sys) 
13 TeV CMS measurement (stat,stat+sys) 

CMS measurements
 theory(NLO)vs. NNLO 

New 13 TeV

13 TeV

13 TeV

Good agreement with 
theory calculations

(NNLO or NLO QCD, LO QED)

13 TeV

13 TeV

13 TeV

13 TeV

13 TeV

13 TeV

arXiv.1504.01330
arXiv: 1604.08576 

ATLAS and CMS have performed extensive studies of diboson production:

7, 8, 13 TeV: WW, WZ and ZZ
      7, 8 TeV: Zγ
          7 TeV: Wγ
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Figure 5: The total ZZ cross section as a function of the proton-proton center-of-mass energy.
Results from the CMS experiment are compared to predictions from MATRIX and MCFM with
NNPDF3.0 PDF sets and fixed scales µF = µR = mZ. Details of the calculations and uncertain-
ties are given in the text. Measurements at the same center-of-mass energy are shifted slightly
along the horizontal axis for clarity.

New

First diboson measurement with full 2016 dataset
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12 8 Cross section measurements

Figure 6: Differential cross sections normalized to the fiducial cross section for the com-
bined 4e, 4µ, and 2e2µ decay channels as a function of pT for (upper left) the highest pT
lepton in the event, (upper right) all Z bosons in ZZ events, and (lower left) the ZZ system.
Figure (lower right) shows the normalized ds/dmZZ distribution. Points represent the un-
folded data, and the shaded histogram represent the POWHEG +MCFM predictions for ZZ sig-
nal, and the solid curves correspond to the results of the MADGRAPH5 AMC@NLO+MCFM
calculations. The two lower plots in each subfigure represent the ratio of the measured
cross section to the expected distributions from POWHEG +MCFM (middle plot) and MAD-
GRAPH5 AMC@NLO+MCFM (bottom plot). The hatched areas on all the plots represent the
full uncertainties calculated as the quadrature sum of the statistical and systematic uncertain-
ties, while the crosses represent the statistical uncertainties only.

Softer pTZZ then predicted by NLO QCD 

ZZ ➔ 4l 

No deviations observed in the differential kinematic distributions for  
Wγ, Zγ, WW, WZ or ZZ

New

CMS-PAS-SMP-16-017 

Normalized 

differential 


cross sections

ZZ ➔ 4l 

Study different production mechanisms 

Higgs

Z boson



Electroweak production: Vector Boson(s) + 2 jets
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EWK measurements:  
V(V)+2jets ATLAS (8 TeV) CMS (8 TeV)

Diboson  
(statistics 

dominated)

W±(lν)W±(lν) PRL 113, 141803, arxiv:1611.02428  
Evidence: EWK signal significance 3.6σ (exp 

2.8σ)

PRL 114 (2015) 051801  
EWK signal significance 1.9σ (exp 2.9σ)

W(lν)γ - CMS-PAS-SMP-14-011  
EWK signal significance 2.7σ (exp 1.5σ)

Z(ll)γ STDM-2015-21  
EWK signal significance 2.0σ (exp 1.8σ)

CMS-PAS-SMP-14-018  
Evidence: EWK signal significance 3.0σ (exp 2.1σ)

Single boson  
(systematic 
dominated)

Z(ll) JHEP 04 (2014) 031  
Observation: EWK signal significance ~5σ

EPJC 75 (2015) 66  
Observation: EWK signal significance ~5σ

W(lν) arXiv:1703.04362  
Observation: EWK signal significance >5σ

JHEP 11 (2016) 147  
Evidence: EWK signal significance ~4σ

 

V(V) + 2 jets production is dominated by O(αS2) QCD processes 
• evaluated from data in control region or from simultaneous fit 

EWK V(V) + 2 jets production is essential to probe the nature of the EWSB 
•  characteristic signature: two high-pT jets in the forward-backward region with:

• large rapidity separation
• low hadronic activity in-between 

VBF

VBS

 

New

New

First observation of EWK V+2 jets with 8-TeV data
First evidence for EWK VV+2 jets with 8 TeV data
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35https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/STDM-2015-21/

 

 

Cross section extracted from likelihood fit on 
centrality of Zγ 
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4.2 Selection of `+`�� j j events198

In the charged-lepton channel `+`�� j j events are required to have one photon candidate with E�T > 15199

GeV, a pair of opposite-sign (OS), same-flavour leptons (electrons or muons) and at least two reconstruc-200

ted jets.201

The invariant mass of the two leptons, m``, must be at least 40 GeV. The sum of the dilepton mass and the202

three-body ``� invariant mass is required to be larger than 182 GeV, which is approximately twice the Z203

boson mass. This requirement ensures that the three-body invariant mass is larger than the Z boson mass,204

thus suppressing the cases where the Z boson radiates a photon in the final state.205

The event topology of the Z� j j EWK production is characterized by the presence of two bosons in the206

central region and of two jets with large rapidity di↵erence and large dijet mass. Di↵erent phase-space207

regions are considered based on m j j. The inclusive region is defined by events with no requirement on208

the dijet invariant mass, the control region (CR) is defined by events with 150 < m j j < 500 GeV, and the209

search region (SR) is defined by requiring m j j > 500 GeV. The control region starts at m j j > 150 GeV to210

completely suppress the contribution of Z�+W(! j j) tri-boson production. The search region definition211

is optimized for the best expected signal significance for the given amount of data.212

Finally, the fiducial phase-space region optimized for sensitivity to anomalous quartic couplings (the213

“aQGC region”), is defined by requiring events in the search region to have a photon with ET >250 GeV.214

The expected number of signal events in the search and aQGC regions are 22.8 ± 1.5 and 0.41 ± 0.04215

respectively.216

A centrality observable ⇣ is defined to quantify the relative position in pseudo-rapidity of a physics object217

with respect to the two leading jets ( j1 and j2):218

⇣ ⌘
������
⌘ � ⌘̄ j j

�⌘ j j

������ with ⌘̄ j j =
⌘ j1 + ⌘ j2

2
, �⌘ j j = ⌘ j1 � ⌘ j2 , (1)

where ⌘ is the pseudo-rapidity of the physics object. The centrality of the Z� system, ⇣Z�, allows discrim-219

ination between Z� j j EWK and QCD production, with the former contributing more at low values of ⇣Z�.220

However, to maximize the statistical power of the sample, no explicit ⇣Z� requirement is implemented,221

but rather the full ⇣Z� distribution is used to extract the Z� j j cross-sections, as detailed in Section 6.222

4.3 Selection of ⌫⌫̄� j j events223

In the neutrino channel analysis, the Z boson signature is high missing transverse energy from the un-224

detected neutrino pairs. Therefore, the ⌫⌫̄� j j candidate events are required to have E miss
T > 100 GeV,225

which corresponds to a relative signal e�ciency of 85%, along with the presence of a candidate photon226

with E�T >150 GeV and at least two jets.227

A lepton veto requirement (on the presence of electrons or muons as defined above) is applied to reduce228

the large contribution from W(`⌫)�+jets events. This requirement is almost 100% e�cient on signal229

events.230

Requirements on event topology are introduced to suppress the large background from �+jets (where the231

E miss
T is usually collinear with jets) and W(e⌫)+jets events. This is achieved by applying a set of angular232

selection criteria: the azimuthal di↵erence between the E miss
T and the total transverse momentum of the233
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QCD

EWK

1.1 ± 0.6  fb

3.4 fb

22 fb

2.0σ (exp 1.8σ)

Measurement is  
statistics dominated

5

5 Background modeling

The dominant source of background to the EW signal is QCD Zg + jets production. The shape
of this background is taken from MC simulation and the normalization is evaluated from data
in a control region, defined as 150 < Mjj < 400 GeV, where the signal contribution is below 1%.
The simulated MC events correctly reproduce the yield of these events with a correction factor
of 1.00 ± 0.22 for the combined Z ! µ+µ� and Z ! e+e� channels. The value is comparable
with the NLO QCD K factor from Ref. [30], which is around 1.1 for Mjj < 400 GeV.

The background from fake photons arises mainly from Z+jets events where one jet satisfies
the photon ID criteria. The estimation is based on events similar to the ones selected with
the baseline selection described in Table 1, except that the photon must fail the tight photon
ID and satisfy a looser ID requirement based on the charged isolation variable. This selection
ensures that the photon arises from a jet, but still has kinematic properties similar to a genuine
photon satisfying the tight photon ID. Considering the difference between the shh distributions
for fake photons and genuine photons, a fit is made to normalize the number of events with
fake photons to the number of events with genuine photons and obtain the probability to have
a fake photon. The fake photon probability is calculated based on different pg

T regions in a
manner similar to that described in Ref. [37].

Other backgrounds, including top quark and diboson production processes are estimated from
MC simulations and normalized to the integrated luminosity of the data sample. The contribu-
tion from these backgrounds is less than 10% after applying the kinematic selection (Section 3)
and is negligible once the final EW and aQGC selection criteria (Sections 7 and 8) are applied.

The Mjj distributions for the Z ! µ+µ� and e+e� channels after the selection requirements
described in Section 3 are shown in Fig. 2. The observed distributions are compared to the
combined prediction of the backgrounds and of the EW Zgjj signal.
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Figure 2: The Mjj distributions measured in (left) muon and (right) electron channels. The data
(solid symbols with error bars representing the statistical uncertainties) are compared to a data-
driven background estimate, combined with MC predictions for the signal contribution. The
hashed bands represent the full uncertainty in the predictions, as described in Section 6. The
last bin includes overflow events.
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6 Systematic uncertainties

The systematic uncertainty in the QCD Zg+jets background estimation is 22% for both Z !
µ+µ� and Z ! e+e�; it is dominated by the large statistical uncertainty in the control region
used for normalization. The shape uncertainties that are related to the extrapolation of the
normalization factor to the signal region (Mjj > 400 GeV) are determined by varying the renor-
malization and factorization scales as well as the MLM matching scale [31, 32] up and down by
a factor of two. Finally, we combine both the normalization factor uncertainty and the shape
uncertainty to obtain the total uncertainty.

The systematic uncertainty in the background estimation from fake photons arises from the
variation in the choice of the charged isolation sideband and the shh distribution used for es-
timating the fake photon probability. The total uncertainties in the fake photon background
estimation can be found in Table 2. The theoretical uncertainty in the top quark background is
20% [3].

The systematic uncertainties in the estimation of the trigger efficiency, measured using the
tag-and-probe technique, are 1.2% and 1.7% for the Z ! µ+µ� and Z ! e+e� channels, re-
spectively. Using similar methods, the systematic uncertainties in the efficiencies for lepton
reconstruction and identification in the two channels are 1.9% and 1.0%, respectively. The sys-
tematic uncertainty in the jet energy scale and resolution is estimated by varying the jet energy
scale and resolution up and down within their pT- and h-dependent uncertainties [28]. The
uncertainty is 14% for Mjj > 400 GeV. Another source of uncertainty is the modelling of the
pileup. The inelastic cross section is varied by ±5% in order to evaluate this contribution. The
uncertainty in the integrated luminosity is 2.6% [38].

There are also three sources of theoretical uncertainties applied to the signal only. The PDF
uncertainty for the signal is estimated with the CT10 [39] PDF set, following the asymmetric
Hessian method introduced in Refs. [40, 41]. The scale uncertainty is evaluated by varying the
renormalization and factorization scales independently by a factor of two. The magnitude of
the interference between QCD and EW Zgjj processes is assigned as systematic uncertainties in
the two Mjj ranges.

All the systematic uncertainties described are applied to both the signal significance measure-
ment and the aQGC search. They are also propagated to the uncertainty in the measured fidu-
cial cross section, with the exception of the theoretical uncertainty associated with the signal
cross section.

All the uncertainties in our analysis are summarized in Table 2.

7 Measurement of the signal significance and fiducial cross sec-

tion

As shown in Table 1, in addition to the common selection, we apply three further requirements
to isolate the EW signal: |yZg � (yj1 + yj2)/2| < 1.2, |Dhjj| > 1.6, and DfZg,jj > 2.0 radians.
The selection requirements are chosen by optimizing the expected significance. We apply the
CLs criterion described in Ref. [42, 43] to assess the signal significance, based on the binned
Mjj distribution, using only the two rightmost bins corresponding to 400 < Mjj < 800 GeV and
Mjj > 800 GeV. We consider QCD Zgjj production and events without Zg as background and
EW Zgjj production as signal.

Table 3 summarizes the number of events predicted for each process with the number of events

10 9 Conclusions

Table 4: Observed and expected shape-based exclusion limits for each aQGC parameter at 95%
CL, without a form factor applied.

Observed limits (TeV�4) Expected limits (TeV�4)
�71 < fM0/L4 < 75 �109 < fM0/L4 < 111
�190 < fM1/L4 < 182 �281 < fM1/L4 < 280
�32 < fM2/L4 < 31 �47 < fM2/L4 < 47
�58 < fM3/L4 < 59 �87 < fM3/L4 < 87
�3.8 < fT0/L4 < 3.4 �5.1 < fT0/L4 < 5.1
�4.4 < fT1/L4 < 4.4 �6.5 < fT1/L4 < 6.5
�9.9 < fT2/L4 < 9.0 �14.0 < fT2/L4 < 14.5
�1.8 < fT8/L4 < 1.8 �2.7 < fT8/L4 < 2.7
�4.0 < fT9/L4 < 4.0 �6.0 < fT9/L4 < 6.0

sented. The measurement is based on a sample of proton-proton collisions collected with the
CMS detector at a center-of-mass energy of 8 TeV, corresponding to an integrated luminosity of
19.7 fb�1. We find evidence for EW Zgjj production with an observed (expected) significance
of 3.0 (2.1) standard deviations. The fiducial cross section for EW Zgjj production is measured
to be 1.86+0.90

�0.75 (stat)+0.34
�0.26 (syst) ± 0.05 (lumi) fb, consistent with the theoretical prediction. The

fiducial cross section for combined EW and QCD Zgjj production is 5.94+1.53
�1.35 (stat)+0.43

�0.37 (syst) ±
0.13 (lumi) fb, which is also consistent with the leading-order theoretical prediction.

In the framework of dimension-eight effective field theory operators, limits on the aQGC pa-
rameters fM0,1,2,3 and fT0,1,2,8,9 are set at 95% confidence level. This is the first constraints on the
neutral aQGC parameters fT8.
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Figure 23: Unfolded absolute di↵erential W j j production cross sections as a function of leading-jet pT for the
forward-lepton control region, forward-lepton/central-jet fiducial region, and for the signal regions with Mj j >
0.5 TeV and 1.0 TeV. Both statistical (inner bar) and total (outer bar) measurement uncertainties are shown, as well
as ratios of the theoretical predictions to the data (the bottom panel in each distribution).
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Predictions with EWK corrections agree with data

1 Introduction

The non-Abelian nature of the Standard Model (SM) electroweak theory predicts the self-interactions of
the weak gauge bosons. These triple and quartic gauge-boson couplings provide a unique means to test
for new fundamental interactions. The fusion of electroweak (EW) bosons is a particularly important
process for measuring particle properties, such as the couplings of the Higgs boson, and for searching
for new particles beyond the Standard Model [1–11]. In proton–proton (pp) collisions, a characteristic
signature of these processes is the production of two high-momentum jets of hadrons at small angles with
respect to the incoming proton beams [12]. Measurements of this vector-boson-fusion (VBF) topology
have been performed in W [13], Z [14, 15] and Higgs [16] boson production, though the observation of
purely electroweak processes in this topology has only been achieved in individual measurements of Z-
boson production. This paper presents a precise measurement of electroweak W-boson production in the
VBF topology, with a significance well above the standard for claiming observation, as well as di↵erential
cross section measurements and constraints on anomalous triple-gauge-boson couplings (aTGCs).

The production of a W boson in association with two or more jets (W j j) is dominated by processes in-
volving strong interactions (strong W j j or QCD W j j). These processes have been extensively studied
by experiments at the Large Hadron Collider (LHC) [17, 18] and the Tevatron collider [19, 20], motiv-
ating the development of precise perturbative predictions [21–33]. The large cross section for W-boson
production provides greater sensitivity to the VBF topology and to the electroweak production of W j j
(electroweak W j j or EW W j j) than corresponding measurements of Z- or Higgs-boson production.

The VBF process is inseparable from other electroweak W j j processes, so it is not measured directly;
sensitivity to the VBF production mechanism is quantified by determining constraints on operator coef-
ficients in an e↵ective Lagrangian approach [34]. The classes of electroweak diagrams constituting the
signal are shown in Figure 1 [35] and contain at least three vertices where an electroweak gauge boson
connects to a pair of fermions. The background from a W boson associated with strongly produced jets is
shown in Figure 2 and has only two electroweak vertices. This background has O(10) times the yield of
the signal process, and can interfere with the signal. This interference is suppressed because only a small
subset of the background diagrams have the same initial and final state as the signal.
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Figure 1: Representative leading-order diagrams for electroweak W j j production at the LHC. In addition to (a) the
vector boson fusion process, there are four (b) W bremsstrahlung diagrams, corresponding to W± boson radiation
by any incoming or outgoing quark, and two (c) non-resonant diagrams, corresponding to W± boson radiation by
either incoming quark.

The analysis signature consists of a neutrino and either an electron or a muon, two jets with a high dijet
invariant mass, and no additional jets at a wide angle from the beam. This signature discriminates signal
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Figure 2: Examples of leading-order diagrams for strong W j j production at the LHC. The left-hand diagram inter-
feres with the electroweak diagrams of Figure 1 when the final-state quarks have the same colours as the initial-state
quarks.

events from the copious background events consisting of strongly produced jets associated with a W
(or Z) boson, top-quark production, or multijet production. The purity of electroweak W j j production
increases with increasing dijet invariant mass, increasing the sensitivity to anomalous triple-gauge-boson
couplings.

Measurements of the inclusive and fiducial cross sections of electroweak W j j production in proton–
proton collisions at centre-of-mass energies

p
s = 7 and 8 TeV are performed in a fiducial region with

a signal-to-background ratio of approximately 1:8. The electroweak signal is extracted with a binned
likelihood fit to the dijet invariant mass distribution. The fit determines the ratio µEW of the measured
signal cross section to that of a Standard Model calculation [36]; this ratio is then multiplied by the
prediction to provide the measured cross section. To reduce the uncertainties in the modelling of the strong
W j j events, data are used to constrain their dijet mass distribution, resulting in a precise measurement of
the electroweak W j j fiducial cross section. The quantum-mechanical interference between electroweak
and strong W j j processes is not modelled and its impact on the measurement is estimated using a Monte
Carlo simulation and taken as an uncertainty.

In order to explore the kinematics of the W j j topology, and the interplay between strong and electroweak
production, the 8 TeV data are unfolded di↵erentially to particle level in many variables and phase-space
regions, and compared to theoretical predictions. Electroweak W j j production is measured in regions
where the signal purity is relatively high (& 10%); combined strong and electroweak W j j production
is measured in the other regions. These measurements are then integrated to obtain fiducial cross sec-
tions in the di↵erent phase-space regions, albeit with larger uncertainties than the measurement with the
constrained background.

Sensitivity to the VBF diagram is determined by modifying the triple-gauge-boson couplings. Anomal-
ous couplings arising from new processes at a high energy scale would cause increasing deviations from
the SM prediction for increasing momentum transfer between the incoming partons. Hence, a region of
high momentum transfer is defined, and constraints on anomalous gauge couplings are set in the con-
text of an e↵ective field theory (EFT), including limits on interactions that violate charge-parity (CP)
conservation.

The paper is organized as follows. The ATLAS detector and reconstruction of the final-state particles are
described in Section 2. The definitions of the measurement phase-space regions and the event selection
are given in Section 3. The modelling of signal and background processes is discussed in Section 4.
Section 5 is dedicated to the precise extraction of the inclusive and fiducial cross sections, while Section 6
presents di↵erential cross sections unfolded for detector e↵ects. Section 7 describes limits on aTGCs and
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feres with the electroweak diagrams of Figure 1 when the final-state quarks have the same colours as the initial-state
quarks.

events from the copious background events consisting of strongly produced jets associated with a W
(or Z) boson, top-quark production, or multijet production. The purity of electroweak W j j production
increases with increasing dijet invariant mass, increasing the sensitivity to anomalous triple-gauge-boson
couplings.

Measurements of the inclusive and fiducial cross sections of electroweak W j j production in proton–
proton collisions at centre-of-mass energies

p
s = 7 and 8 TeV are performed in a fiducial region with

a signal-to-background ratio of approximately 1:8. The electroweak signal is extracted with a binned
likelihood fit to the dijet invariant mass distribution. The fit determines the ratio µEW of the measured
signal cross section to that of a Standard Model calculation [36]; this ratio is then multiplied by the
prediction to provide the measured cross section. To reduce the uncertainties in the modelling of the strong
W j j events, data are used to constrain their dijet mass distribution, resulting in a precise measurement of
the electroweak W j j fiducial cross section. The quantum-mechanical interference between electroweak
and strong W j j processes is not modelled and its impact on the measurement is estimated using a Monte
Carlo simulation and taken as an uncertainty.

In order to explore the kinematics of the W j j topology, and the interplay between strong and electroweak
production, the 8 TeV data are unfolded di↵erentially to particle level in many variables and phase-space
regions, and compared to theoretical predictions. Electroweak W j j production is measured in regions
where the signal purity is relatively high (& 10%); combined strong and electroweak W j j production
is measured in the other regions. These measurements are then integrated to obtain fiducial cross sec-
tions in the di↵erent phase-space regions, albeit with larger uncertainties than the measurement with the
constrained background.

Sensitivity to the VBF diagram is determined by modifying the triple-gauge-boson couplings. Anomal-
ous couplings arising from new processes at a high energy scale would cause increasing deviations from
the SM prediction for increasing momentum transfer between the incoming partons. Hence, a region of
high momentum transfer is defined, and constraints on anomalous gauge couplings are set in the con-
text of an e↵ective field theory (EFT), including limits on interactions that violate charge-parity (CP)
conservation.

The paper is organized as follows. The ATLAS detector and reconstruction of the final-state particles are
described in Section 2. The definitions of the measurement phase-space regions and the event selection
are given in Section 3. The modelling of signal and background processes is discussed in Section 4.
Section 5 is dedicated to the precise extraction of the inclusive and fiducial cross sections, while Section 6
presents di↵erential cross sections unfolded for detector e↵ects. Section 7 describes limits on aTGCs and
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Table 6: Measured fiducial cross sections of electroweak W j j production in a single lepton channel, compared to
NLO QCD predictions from Powheg + Pythia8. The acceptances and the inclusive measured production cross
sections with pT > 20 GeV jets are also shown.

p
s �fid

meas [fb] �fid
SM [fb] AcceptanceA �inc

meas [fb]

7 TeV 144 ± 23 (stat) ± 23 (exp) ± 13 (th) 144 ± 11 0.053 ± 0.004 2760 ± 670
8 TeV 159 ± 10 (stat) ± 17 (exp) ± 20 (th) 198 ± 12 0.058 ± 0.003 2890 ± 510

 normalized to SM predictionB⋅σ
0.6 0.8 1 1.2 1.4 1.6 1.8

LHC electroweak Xjj production measurements ATLAS

=7 TeVsATLAS EW Wjj 
This paper (CERN-EP-2017-008)

Stat. uncertainty Total uncertainty Theory uncertainty

=8 TeVsATLAS EW Wjj 
This paper (CERN-EP-2017-008)

=8 TeVsCMS EW Wjj 
JHEP 1611 (2016) 147

=8 TeVsATLAS EW Zjj 
JHEP 1404 (2014) 031

=8 TeVsCMS EW Zjj 
Eur.Phys.J. C75 (2015) 66

=8 TeVsLHC EW Higgs 
JHEP 1608 (2016) 045

Figure 10: Measurements of the cross section times branching fractions of electroweak production of a single W,
Z, or Higgs boson at high dijet invariant mass, divided by the SM predictions (Powheg +Pythia8 for ATLAS,
Madgraph +Pythia8 for CMS, and Powheg +Pythia8 for the LHC combination). The lighter shaded band (where
shown) represents the statistical uncertainty of the measurement, the outer darker band represents the total meas-
urement uncertainty. Theoretical uncertainties in the SM prediction are represented by the shaded region centred at
unity.
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Table 9: Expected and observed 95% C.L. allowed ranges for all aTGC parameters considered with the other para-
meters set to their SM values. A form factor with unitarization scale equal to 4 TeV enforces unitarity for all aTGC
parameters. The results are derived from the high-q2 region yields given in Table 4.

⇤ = 4 TeV ⇤ =1
Expected Observed Expected Observed

�gZ
1 [�0.39, 0.35] [�0.32, 0.28] [�0.16, 0.15] [�0.13, 0.12]

�Z [�0.38, 0.51] [�0.29, 0.42] [�0.19, 0.19] [�0.15, 0.16]

�V [�0.16, 0.12] [�0.13, 0.090] [�0.064, 0.054] [�0.053, 0.042]

̃Z [�1.7, 1.8] [�1.4, 1.4] [�0.70, 0.70] [�0.56, 0.56]

�̃V [�0.13, 0.15] [�0.10, 0.12] [�0.058, 0.057] [�0.047, 0.046]

Table 10: Expected and observed 95% C.L. intervals for individual EFT coe�cients divided by the square of the
new physics scale ⇤, with other coe�cients set to zero. Intervals are calculated using the high-q2 region yields
(Table 4).

Parameter Expected [TeV�2] Observed [TeV�2]
cW
⇤2 [�39, 37] [�33, 30]
cB
⇤2 [�200, 190] [�170, 160]

cWWW
⇤2 [�16, 13] [�13, 9]
cW̃
⇤2 [�720, 720] [�580, 580]

cW̃WW
⇤2 [�14, 14] [�11, 11]

8 Summary

Measurements of the fiducial and di↵erential cross sections of electroweak production of W bosons in
association with two jets have been performed using the lepton decay channel and events with high
dijet invariant mass. The measurements use data collected by the ATLAS detector from proton–proton
collisions at the LHC at centre-of-mass energies of

p
s = 7 and 8 TeV, corresponding to 4.7 and 20.2 fb�1

of integrated luminosity, respectively. The cross sections in a fiducial region with a signal purity of
O(15%) are

�fid
EW W(!`⌫) j j (7 TeV) = 144 ± 23 (stat) ± 23 (exp) ± 13 (th) fb,

�fid
EW W(!`⌫) j j (8 TeV) = 159 ± 10 (stat) ± 17 (exp) ± 20 (th) fb,

corresponding to a deviation of < 0.1� (1.3�) from the SM prediction of 144 ± 11 (198 ± 12) fb atp
s = 7 (8) TeV. The large sample size of the 8 TeV measurement yields the smallest relative uncertainty

of existing fiducial cross-section measurements of electroweak boson production in a VBF topology.
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Anomalous Couplings → search for physics beyond Standard Model
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Figure 9: Distributions of the photon transverse energy for the neutrino channel in the aQGC region, for the data
(black points), and for the signal process and various background components (colored templates) before any fit is
done. The sum of the signal prediction with one nonzero aQGC parameter and the various backgrounds discussed
in the text is also shown(red dashed line). The ratio between data and the sum of all pre-fit expected contributions
from MC is shown on the bottom of each histogram. The hatched blue band shows the systematic and statistical
uncertainty (“Tot. unc.”) on the signal and background prediction, while the error bars on the data points represent
the statistical uncertainty of the dataset. The number of events in each bin is divided by the bin width. The highest
bin also includes events falling out of the range shown.

A parity-conserving EFT Lagrangian is constructed based on the hypothesis that the recently observed
Higgs boson belongs to a SU(2)L doublet [2] and has the form

L = LS M +
X

i

ci

⇤2Oi +
X

j

f j

⇤4O j

The anomalous gauge couplings of the weak gauge bosons are represented by the higher-order Lagrangian458

terms. Out of these high-order operators, the dimension-8 ones are the lowest-dimension operators indu-459

cing only quartic gauge-boson couplings without triple gauge-boson vertices. The dimension-8 operators460

with coe↵cients f j are sub-categorized in fT,x operators, containing only the field-strength tensor, and461

fM,x operators, containing both the Higgs S U(2)L doublet derivatives and the field strength. The charged462

anomalous couplings of WWZ� can be induced only by the fM,x (x=0–7) and fT,x (x=0–7) operators. The463

neutral aQGCs of ZZZ� and ZZ�� can be induced by the fM,x (x=0–7) and fT,x (x=0–9) operators while464

Z��� QGC can be modified only by fT,x (x=0–9) operators.465

Only a subset of these dimension-8 operators are probed here with events from Z� j j EWK production:466

fT0/⇤4, as a representative operator of fT1/⇤4 and fT2/⇤4; fT8/⇤4 and fT9/⇤4, the two unique operators467
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Anomalous Gauge Couplings
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Increase of cross section at high energies
Typical probes:
- invariant mass of the diboson system
- boson pT

Results are typically limited by:
- observed statistics in the tail (primary), 
- systematic and statistical uncertainty on the 

signal/bkg model 

https://twiki.cern.ch/twiki/bin/view/CMSPublic/PhysicsResultsSMPaTGC


15

Figure 9: Distribution of the four-lepton reconstructed mass for the combined 4e, 4µ, and 2e2µ
channels. Points represent the data, the shaded histograms represent the SM prediction includ-
ing signal and irreducible background Monte Carlo and the data-driven background estimate.
Dashed histograms represent example aTGC signals (colors), and the SHERPA SM prediction
(black), included to illustrate the expected shape differences between the SHERPA and POWHEG
samples. The SHERPA distributions are normalized such that the SM sample has the same total
yield as the POWHEG sample predicts. The last bin includes the “overflow” contribution from
events at masses above 1.2 TeV.

Anomalous Gauge Couplings
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ZZ ➔ 4l 

CMS-PAS-SMP-16-017 

Limits assume no form factor Λ = infinty

Charged couplings: 
- LHC limits slightly better than LEP limits 

Neutral couplings: 
- LHC limits far stricter than LEP limits

https://twiki.cern.ch/twiki/bin/view/CMSPublic/PhysicsResultsSMPaTGC

Anomalous coupling sensitivity depends on the diboson 
channel
- Sensitivity set by the reach of the diboson invariant mass
- Best sensitivity from channels with large BR (semileptonic 

decays in boosted topology) 

Large gain in sensitivity with increase of √s 

New
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Closing remarks

The LHC proton-proton runs have produced exceptional Standard Model 
results at 7, 8 and 13 TeV 

Ratification of the Standard Model of Particle Physics 

      =>  Discovery of the Higgs Boson 

      =>  Many precision measurements of ever increasing complexity and exploring 

smaller and smaller cross sections 

The LHC is getting ready to restart 
      =>   Potential for significant discoveries and deeper precision measurements 

Standard Model measurements and direct searches will play complementary roles in 

the search for new physics 42



Inclusive Jet Cross Sections
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NLO QCD predictions describe data over 9 orders of magnitude!

Jet inclusive data starts to constrain gluon PDFs 


(CT14, MMHT14, NNPDF3.0, HERAPDF2.0)

8 TeV

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/STDM-2015-01/

NLO QCD prediction with the MMHT2014 
PDF set corrected for non-perturbative 

and electroweak effects 

Measurement done for two jet algorithms:
•  anti-kt R=0.4
•  anti-kt R=0.6
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Di-photon production cross section
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Precision measurement of W and Z cross sections
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7 TeV dataset - 4.6 fb-1
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Fiducial W+ and W- Cross Sections
Fiducial cross sections 

No theoretical uncertainty from extrapolation outside experimental acceptance

46
Some differentiation between  PDF sets observed 

Experimental uncertainties smaller than individual PDF uncertainties

 Phys. Rev. D85 (2012) 072004

Luminosity 3.4% ==> 1.8%

σFiducial: W+ versus W-

FEWZ = DYNNLO ~ 1%

 [nb]ν
- l→ -W

fidσ

1.8 1.9 2 2.1

 [n
b]

ν+  l
→ +

Wfid
σ

2.6

2.8

3

3.2
ATLAS

 syst uncertainty⊕stat 

 lumi uncertainty⊕ syst ⊕stat 

68% CL ellipse area

Data

ABM12
CT14

HERAPDF2.0
JR14

MMHT2014

NNPDF3.0

-1 = 7 TeV, 4.6 fbs

 [nb]-l+ l→* γZ/
fidσ

0.46 0.48 0.5 0.52

 [n
b]

ν±  l
→ ±

Wfid
σ

4.6

4.8

5

5.2
ATLAS

 syst uncertainty⊕stat 

 lumi uncertainty⊕ syst ⊕stat 

68% CL ellipse area

Data

ABM12
CT14

HERAPDF2.0
JR14

MMHT2014

NNPDF3.0

-1 = 7 TeV, 4.6 fbs

Figure 19: Integrated fiducial cross sections times leptonic branching ratios of �fid
W+!`+⌫ vs. �fid

W�!`� ⌫̄ (left) and
�fid

W±!`±⌫ vs. �fid
Z/�⇤!`+`� (right). The data ellipses illustrate the 68% CL coverage for the total uncertainties (full

green) and total excluding the luminosity uncertainty (open black). Theoretical predictions based on various PDF
sets are shown with open symbols of di↵erent colours. The uncertainties of the theoretical calculations correspond
to the PDF uncertainties only.

PDF set �fid
W+!`+⌫ [pb] �fid

W�!`�⌫̄ [pb] �fid
W±!`±⌫ [pb] �fid

Z/�⇤!`` [pb]

ABM12 2949 ± 35 1952 ± 23 4900 ± 57 490.8 ± 5.7

CT14 2850+77
�82 1918+46

�57 4770+120
�140 481+11

�14

HERAPDF2.0 3001+89
�66 1996+48

�31 5000+140
�90 497+16

�9

JR14 2909+13
�11 1936+10

�9 4845+23
�19 484.4 ± 2.2

MMHT2014 2882+49
�42 1937+30

�32 4819+75
�72 485+7.4

�6.9

NNPDF3.0 2828 ± 59 1881 ± 41 4709 ± 99 472.2 ± 7.2

Table 16: Predictions at NNLO QCD and NLO EW as obtained with DYNNLO 1.5 for the integrated fiducial cross
sections. The given uncertainties correspond to PDF uncertainties only and are evaluated following the di↵erent
prescriptions of the PDF groups.

PDF sets CT14, MMHT2014 and NNPDF3.0 give predictions that are lower for both the W+ and the W�
cross sections, a trend that is also observed for the Z/�⇤ cross section.

The ratios of the combined fiducial cross sections, presented before in Table 8, are compared in Figure 20
to NNLO QCD predictions based on various PDF sets. It is observed that the measured W+/W� ratio is
well reproduced, but, as already seen in the correlation plots above, all PDF sets predict a higher W/Z
ratio than measured in the data.
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DYNNLO 1.5

 arXiv:1612.03016
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Systematic uncertainties

47

��W+ ��W� ��Z ��forward Z

[%] [%] [%] [%]

Trigger e�ciency 0.03 0.03 0.05 0.05
Reconstruction e�ciency 0.12 0.12 0.20 0.13
Identification e�ciency 0.09 0.09 0.16 0.12
Forward identification e�ciency � � � 1.51
Isolation e�ciency 0.03 0.03 � 0.04
Charge misidentification 0.04 0.06 � �
Electron pT resolution 0.02 0.03 0.01 0.01
Electron pT scale 0.22 0.18 0.08 0.12
Forward electron pT scale + resolution � � � 0.18
Emiss

T soft term scale 0.14 0.13 � �
Emiss

T soft term resolution 0.06 0.04 � �
Jet energy scale 0.04 0.02 � �
Jet energy resolution 0.11 0.15 � �
Signal modelling (matrix-element generator) 0.57 0.64 0.03 1.12
Signal modelling (parton shower and hadronization) 0.24 0.25 0.18 1.25
PDF 0.10 0.12 0.09 0.06
Boson pT 0.22 0.19 0.01 0.04
Multijet background 0.55 0.72 0.03 0.05
Electroweak+top background 0.17 0.19 0.02 0.14
Background statistical uncertainty 0.02 0.03 <0.01 0.04
Unfolding statistical uncertainty 0.03 0.04 0.04 0.13

Data statistical uncertainty 0.04 0.05 0.10 0.18

Total experimental uncertainty 0.94 1.08 0.35 2.29

Luminosity 1.8

Table 3: Relative uncertainties �� in the measured integrated fiducial cross sections times branching ratios of W+,
W�, central and forward Z/�⇤ (66 < mee < 116GeV) in the electron channels.
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Electrons ��W+ ��W� ��Z

[%] [%] [%]

Trigger e�ciency 0.08 0.07 0.05
Reconstruction e�ciency 0.19 0.17 0.30
Isolation e�ciency 0.10 0.09 0.15
Muon pT resolution 0.01 0.01 <0.01
Muon pT scale 0.18 0.17 0.03
Emiss

T soft term scale 0.19 0.19 �
Emiss

T soft term resolution 0.10 0.09 �
Jet energy scale 0.09 0.12 �
Jet energy resolution 0.11 0.16 �
Signal modelling (matrix-element generator) 0.12 0.06 0.04
Signal modelling (parton shower and hadronization) 0.14 0.17 0.22
PDF 0.09 0.12 0.07
Boson pT 0.18 0.14 0.04
Multijet background 0.33 0.27 0.07
Electroweak+top background 0.19 0.24 0.02
Background statistical uncertainty 0.03 0.04 0.01
Unfolding statistical uncertainty 0.03 0.03 0.02

Data statistical uncertainty 0.04 0.04 0.08

Total experimental uncertainty 0.61 0.59 0.43

Luminosity 1.8

Table 6: Relative uncertainties �� in the measured integrated fiducial cross sections times branching ratios in the
muon channels. The e�ciency uncertainties are partially correlated between the trigger, reconstruction and isolation
terms. This is taken into account in the computation of the total uncertainty quoted in the table.
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Muons
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Electron-Muon Universality 
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5.3 Test of electron–muon universality

Ratios of the measured W and Z production cross sections in the electron and muon decay channels are
evaluated from the corresponding measurements minimally extrapolated to the common fiducial phase
space according to Eq. (8). These e/µ cross-section ratios represent direct measurements of the corres-
ponding relative branching fractions, which are predicted to be unity in the SM given that lepton mass
e↵ects are negligible. Considering the case of the W boson, the ratio RW is obtained from the sum of W+

and W� cross sections as:

RW =
�fid,e

W!e⌫/E
e
W

�fid,µ
W!µ⌫/E

µ
W

=
�fid

W!e⌫

�fid
W!µ⌫

=
BR(W ! e⌫)
BR(W ! µ⌫)

= 0.9967 ± 0.0004 (stat) ± 0.0101 (syst)
= 0.997 ± 0.010 .

This measurement is more precise than the combination of LEP results from e+e� ! W+W� data of
1.007± 0.019 [87]. It also significantly improves on the previous ATLAS measurements of 1.006± 0.024
with the 2010 data [1] and of 1.036±0.029 with the 2015 data [7]. Related measurements were published
by the CDF Collaboration with RW = 1.018 ± 0.025 [88] and recently by the LHCb Collaboration with
RW = 1.020 ± 0.019 [14].

Similarly, the e/µ ratio of the Z-boson cross sections is extracted:

RZ =
�fid,e

Z!ee/E
e
Z

�fid,µ
Z!µµ/E

µ
Z

=
�fid

Z!ee

�fid
Z!µµ

=
BR(Z ! ee)
BR(Z ! µµ)

= 1.0026 ± 0.0013 (stat) ± 0.0048 (syst)
= 1.0026 ± 0.0050 .

The result agrees well with the value obtained from the combination of e+e� ! Z LEP and SLC data of
0.9991 ± 0.0028 [89]. It is significantly more precise than the previous ATLAS measurements: 1.018 ±
0.031 with the 2010 data [1] and 1.005 ± 0.017 with the 2015 data [7].

The RW and RZ measurements therefore confirm lepton (e–µ) universality in the weak vector-boson de-
cays. The result, taking into account the correlations between the W and Z measurements, is illustrated
in Figure 16 as an ellipse. For comparison, bands are shown representing the above cited combined
measurements from e+e� colliders.

For the leptonic W branching fraction, BR(W ! `⌫), precise constraints are also derived from o↵-shell
W bosons in ⌧-lepton, K-meson, and ⇡-meson decays. For ⌧ decays the HFAG group [90] obtains RW =

(ge/gµ)2 = 0.9964 ± 0.0028, where ge and gµ are the couplings of the W boson to e and µ, respectively.
The KTeV measurement of K ! ⇡±`⌥⌫ decays results in RW = 1.0031 ± 0.0048 [91]. The measurement
of K± ! `±⌫ decays by NA62 corresponds to an equivalent of RW = 1.0044 ± 0.0040 [92]. Finally,
measurements of ⇡± ! `±⌫ decays may be translated to a value of RW = 0.9992 ± 0.0024 [93].
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by the CDF Collaboration with RW = 1.018 ± 0.025 [88] and recently by the LHCb Collaboration with
RW = 1.020 ± 0.019 [14].

Similarly, the e/µ ratio of the Z-boson cross sections is extracted:

RZ =
�fid,e

Z!ee/E
e
Z

�fid,µ
Z!µµ/E

µ
Z

=
�fid

Z!ee

�fid
Z!µµ

=
BR(Z ! ee)
BR(Z ! µµ)

= 1.0026 ± 0.0013 (stat) ± 0.0048 (syst)
= 1.0026 ± 0.0050 .

The result agrees well with the value obtained from the combination of e+e� ! Z LEP and SLC data of
0.9991 ± 0.0028 [89]. It is significantly more precise than the previous ATLAS measurements: 1.018 ±
0.031 with the 2010 data [1] and 1.005 ± 0.017 with the 2015 data [7].

The RW and RZ measurements therefore confirm lepton (e–µ) universality in the weak vector-boson de-
cays. The result, taking into account the correlations between the W and Z measurements, is illustrated
in Figure 16 as an ellipse. For comparison, bands are shown representing the above cited combined
measurements from e+e� colliders.

For the leptonic W branching fraction, BR(W ! `⌫), precise constraints are also derived from o↵-shell
W bosons in ⌧-lepton, K-meson, and ⇡-meson decays. For ⌧ decays the HFAG group [90] obtains RW =

(ge/gµ)2 = 0.9964 ± 0.0028, where ge and gµ are the couplings of the W boson to e and µ, respectively.
The KTeV measurement of K ! ⇡±`⌥⌫ decays results in RW = 1.0031 ± 0.0048 [91]. The measurement
of K± ! `±⌫ decays by NA62 corresponds to an equivalent of RW = 1.0044 ± 0.0040 [92]. Finally,
measurements of ⇡± ! `±⌫ decays may be translated to a value of RW = 0.9992 ± 0.0024 [93].
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di↵erential cross-section data (right).
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Figure 26: Distribution of xū (left), xd̄ (middle) and xs (right) PDFs as a function of Bjorken-x at a scale of Q2 =
1.9GeV2 for the MMHT14 PDF set before and after profiling.

seen to be significantly reduced and the central values, at x ' 0.023, increased towards unity, supporting
the hypothesis of an unsuppressed strange-quark density at low x.

The sea-quark distributions, xū, xd̄ and xs̄, before and after profiling with the MMHT14 set, are shown
in Figure 26. The strange-quark distribution is significantly increased and the uncertainties are reduced.
This in turn leads to a significant reduction of the light sea, xū + xd̄, at low x, resulting from the tight
constraint on the sum 4ū + d̄ + s̄ from the precise measurement of the proton structure function F2 at
HERA. Some reduction of the uncertainty is also observed for the valence-quark distributions, xuv and
xdv, as is illustrated in Figure 27 for the CT14 and MMHT14 sets.
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Figure 27: E↵ect of profiling on the relative uncertainties of the valence up-quark distribution �xuv(x)/xuv(x) (left)
and the valence down-quark distribution �xdv(x)/xdv(x) (right) as a function of Bjorken-x at a scale of Q2 =
1.9GeV2. The top row shows the MMHT14 PDF set and the bottom row shows the CT14 PDF set.

7 QCD analysis

In this section, the di↵erential Drell–Yan production cross sections of W± ! `⌫ and Z/�⇤ ! `` (` = e, µ)
are studied in combination with the final NC and CC deep inelastic scattering (DIS) HERA I+II data [31]
within the framework of perturbative QCD. The Drell–Yan and DIS reactions are theoretically very well
understood processes for such an analysis, and ep and pp collider data are particularly suitable because of
the absence of nuclear corrections and negligible higher-twist e↵ects. The HERA data alone can provide
a full set of PDFs with certain assumptions [31]. Adding the ATLAS data provides more sensitivity to
the flavour composition of the quark sea as well as to the valence-quark distributions at lower x. The
HERA and ATLAS data are used to obtain a new set of PDFs, termed ATLAS-epWZ16. Following the
previous, similar QCD fit analysis in Ref. [37], special attention is given to the evaluation of the strange-
quark distribution, which was found to be larger than previous expectations based on dimuon data in
DIS neutrino–nucleon scattering. The enhanced precision of the present data also permits a competitive
determination of the magnitude of the CKM matrix element |Vcs|.
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Figure 27: E↵ect of profiling on the relative uncertainties of the valence up-quark distribution �xuv(x)/xuv(x) (left)
and the valence down-quark distribution �xdv(x)/xdv(x) (right) as a function of Bjorken-x at a scale of Q2 =
1.9GeV2. The top row shows the MMHT14 PDF set and the bottom row shows the CT14 PDF set.

7 QCD analysis

In this section, the di↵erential Drell–Yan production cross sections of W± ! `⌫ and Z/�⇤ ! `` (` = e, µ)
are studied in combination with the final NC and CC deep inelastic scattering (DIS) HERA I+II data [31]
within the framework of perturbative QCD. The Drell–Yan and DIS reactions are theoretically very well
understood processes for such an analysis, and ep and pp collider data are particularly suitable because of
the absence of nuclear corrections and negligible higher-twist e↵ects. The HERA data alone can provide
a full set of PDFs with certain assumptions [31]. Adding the ATLAS data provides more sensitivity to
the flavour composition of the quark sea as well as to the valence-quark distributions at lower x. The
HERA and ATLAS data are used to obtain a new set of PDFs, termed ATLAS-epWZ16. Following the
previous, similar QCD fit analysis in Ref. [37], special attention is given to the evaluation of the strange-
quark distribution, which was found to be larger than previous expectations based on dimuon data in
DIS neutrino–nucleon scattering. The enhanced precision of the present data also permits a competitive
determination of the magnitude of the CKM matrix element |Vcs|.
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of a factor of three in the experimental uncertainty relative to the ATLAS-epWZ12 fit [37] owing to the
ATLAS data that provide the sensitivity to the strange-quark density. The model uncertainties are re-
duced by a factor of three, mainly because of the better control of the charm-quark mass parameter from
the HERA data [133]. The parameterization uncertainty is determined to be +0.02

�0.10 as compared to +0.10
�0.15 in

the former analysis since the new, more precise data leave less freedom in the parameter choice. The vari-
ation to lower rs is dominated by the variation due to adding the Bs̄ parameter which was not accounted
for in the previous analysis. The result is thus a confirmation and improvement of the previous observa-
tion [37] of an unsuppressed strange-quark density in the proton. As a cross-check, a re-analysis of the
2010 data with the present theoretical framework was performed, which yields a value of rs consistent
with both the former and the new value.

One may also express the strange-quark fraction with respect to the total light-quark sea, which is the
sum of up and down sea-quark distributions, at the scale Q2 = Q2

0 = 1.9GeV2 and x = 0.023:

Rs =
s + s̄
ū + d̄

= 1.13 ± 0.05 (exp) ± 0.02 (mod) +0.01
�0.06 (par) . (24)

The new determinations of rs and Rs are illustrated in Figure 31. The measurement is presented with
the experimental and the PDF-fit related uncertainties, where the latter results from adding the model
and parameterization uncertainties in quadrature. The outer band illustrates additional, mostly theoretical
uncertainties which are presented below. The result is compared with recent global fit analyses, ABM12,
MMHT14, CT14 and NNPDF3.0. All of these predict rs and Rs to be significantly lower than unity, with
values between about 0.4 and 0.6. Furthermore, these global fit analyses are seen to exhibit substantially
di↵erent uncertainties in rs and Rs due to exploiting di↵erent data and prescriptions for fit uncertainties.
The new result is in agreement with the previous ATLAS-epWZ12 analysis also shown in Figure 31. It
is also consistent with an earlier analysis by the NNPDF group [62] based on collider data only, which
obtains a value near unity, albeit with large uncertainties. 10

A careful evaluation of the value of rs requires the consideration of a number of additional, mostly theor-
etical uncertainties. These lead to the more complete result for rs

rs = 1.19 ± 0.07 (exp) +0.13
�0.14 (mod + par + thy) . (25)

Here the previously discussed model and parameterization uncertainties are summarized and added to-
gether with further theoretical uncertainties (thy) as follows: i) the uncertainty in ↵S(m2

Z) is taken to be
±0.002 with a very small e↵ect on rs; ii) the relative uncertainty of the LHC proton beam energy is
±0.6% [101] resulting in a change in rs of ±0.03; iii) the electroweak corrections and their application,
as described in Section 6.1, introduce a one percent additional error for rs; iv) the whole analysis was
repeated with predictions obtained with the FEWZ program (version 3.1b2) leading to a value of rs en-
larged by +0.10 as compared to the DYNNLO result; v) finally the variation of the renormalization (µr)
and factorization (µf) scales changes the result by 10% if one varies these by factors of 2 up and 1/2 down
(see below for further details). Table 20 details all uncertainty components of rs and also Rs.

Various further cross-checks are performed in order to assess the reliability of the strange-quark density
measurement.

10 The CT10nnlo PDF set [61] is observed to have a less suppressed strange-quark distribution with Rs = 0.80+0.20
�0.16 and rs =

0.76+0.19
�0.16, which is in slightly better agreement with the data than the newer CT14 PDF set.
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Figure 28: Di↵erential cross-section measurements for W+ ! `+⌫ (right) and W� ! `�⌫̄ (left) compared to the
predictions of the QCD fit. The predictions are shown before (solid lines) and after (dashed lines) the shifts due to
the correlated uncertainties are applied. The lower box of each plot shows the ratio of the theoretical calculations
to the data.

and allowing Bs̄ , Bd̄. The PDFs including all uncertainties are shown in Figure 30. The high level of
precision of the data makes it necessary to evaluate further uncertainties, such as those from the e↵ect
of the renormalization and factorization scales and the limitations of the NNLO calculations. These are
detailed below in terms of their influence on the ratio of strange quarks to the light sea.

7.2.2 Strange-quark density

The QCD analysis of the ATLAS 2010 W and Z measurements [37] led to the unexpected observation
that strangeness is unsuppressed at low x of ' 0.023 and low Q2 = 1.9GeV2, which means that the
strange, down and up sea quarks are of similar strength in that kinematic range. This was supported by
the ATLAS measurement of associated W and charm production [127] and not in contradiction with a
similar measurement performed by CMS [20]. But a large strange-quark density had not been expected
from previous analyses of dimuon production in neutrino scattering [128–131] within the global PDF fit
approaches [30, 33, 34, 132].

The fraction of the strange-quark density in the proton can be characterized by a quantity rs, defined as the
ratio of the strange to the down sea-quark distributions. When evaluated at the scale Q2 = Q2

0 = 1.9GeV2

and x = 0.023,9 the result is

rs =
s + s̄
2d̄
= 1.19 ± 0.07 (exp) ± 0.02 (mod) +0.02

�0.10 (par) . (23)

Here the uncertainties relate to those of the experimental data (exp) determined by the Hessian method.
The model (mod) and parameterization (par) uncertainties are discussed in Section 7.2.1 and the corres-
ponding individual variations of rs are listed separately in Table 19. This result represents an improvement

9 The value of Bjorken x = 0.023 at Q2
0 roughly corresponds to the region of maximum sensitivity of a measurement at central

rapidity at
p

s = 7TeV and a scale of Q2 = m2
Z [37].
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Figure 31: Determination of the relative strange-to-down sea quark fractions rs (left) and Rs (right). Bands: Present
result and its uncertainty contributions from experimental data, QCD fit, and theoretical uncertainties, see text;
Closed symbols with horizontal error bars: predictions from di↵erent NNLO PDF sets; Open square: previous
ATLAS result [37]. The ratios are calculated at the initial scale Q2

0 = 1.9GeV2 and at x = 0.023 corresponding to
the point of largest sensitivity at central rapidity of the ATLAS data.

• To test the sensitivity to assumptions about the low-x behaviour of the light-quark sea, the constraint
on ū = d̄ as x ! 0 is removed by allowing Ad̄ and Bd̄ to vary independently from the respective
Aū and Bū. The resulting ū is compatible with d̄ within uncertainties of ' 8% at x ⇠ 0.001 and Q2

0,
while s + s̄ is found to be unsuppressed with rs = 1.16.

• The ATLAS-epWZ16 PDF set results in a slightly negative central value of xd̄�xū at x ⇠ 0.1, which
with large uncertainties is compatible with zero. This result is about two standard deviations below
the determination from E866 fixed-target Drell–Yan data [134] according to which xd̄ � xū ⇠ 0.04
at x ⇠ 0.1. It has been suggested that the ATLAS parameterization forces a too small xd̄ distribution
if the strange-quark PDF is unsuppressed [132]. However, the E866 observation is made at x ⇠ 0.1,
while the ATLAS W, Z data have the largest constraining power at x ⇠ 0.023. For a cross-check, the
E866 cross-section data was added to the QCD fit with predictions computed at NLO QCD. In this
fit xd̄ � xū is enhanced and nevertheless the strange-quark distribution is found to be unsuppressed
with rs near unity.

• Separate analyses of the electron and muon data give results about one standard deviation above
and below the result using their combination. If the W± and Z-peak data are used without the Z/�⇤
data at lower and higher m``, a value of rs = 1.23 is found with a relative experimental uncertainty
almost the same as in the nominal fit.

• A suppressed strange-quark PDF may be enforced by fixing rs = 0.5 and setting Cs̄ = Cd̄. The total
�2 obtained this way is 1503, which is 182 units higher than the fit allowing these two parameters to
be free. The ATLAS partial �2 increases from 108 units to 226 units for the 61 degrees of freedom.
A particularly large increase is observed for the Z-peak data, where �2/n.d.f. = 53/12 is found for
a fit with suppressed strangeness.

A final estimate of uncertainties is performed with regard to choosing the renormalization and factor-
ization scales in the calculation of the Drell–Yan cross sections. The central fit is performed using the
dilepton and W masses, m`` and mW , as default scale choices. Conventionally both scales are varied by
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New: CMS ZZ with Z → l+l- using 35.9 fb-1 of 13 TeV pp collisions, CMS PAS SMP-16-017

https://twiki.cern.ch/twiki/bin/view/CMSPublic/PhysicsResultsSMPaTGC

Limits assume no form factor Λ = infinty

https://twiki.cern.ch/twiki/bin/view/CMSPublic/PhysicsResultsSMPaTGC
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Figure 28: The differential cross section for Z (! ``) + jets production as a function of
the dijet invariant mass for Njets � 2 compared to the predictions calculated with MAD-
GRAPH 5+PYTHIA 6, SHERPA 2, and MG5 aMC +PYTHIA 8. The lower panels show the ratios
of the theoretical predictions to the measurements. Error bars around the experimental points
show the statistical uncertainty, while the cross-hatched bands indicate the statistical and sys-
tematic uncertainties added in quadrature. The boxes around the MG5 aMC + PYTHIA 8 to
measurement ratio represent the uncertainty on the prediction, including statistical, theoretical
(from scale variations), and PDF uncertainties. The dark green area represents the statistical
and theoretical uncertainties only, while the light green area represents the statistical uncer-
tainty alone.
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measured for the phase space regions with pT(Z) > 150 GeV and pT(Z) > 300 GeV. The results
are shown in Figs. 20–23. The agreement of the predictions with the data is preserved, but the
tree-level prediction computed with MADGRAPH 5+PYTHIA 6 is an overestimate compared to
the data at low azimuthal angle for the leading jet. The distributions are more uniform than
in the Df(Z, j1) case, but retain a peak close to p. In the Df(Z, j2) case, we also see that the
distributions show a larger correlation and a peak emerges at approximately Df(Z, j2) ⇡ 2.6.
This peak becomes more pronounced as the pT(Z) threshold increases. A similar trend is seen
in the Df(Z, j3) distribution: selecting a high Z boson pT increases the fraction of events where
the jets recoil against the boson.

Inclusive three-jet production is investigated in regions where both HT and the pT(Z) are large.
Good agreement between data and predictions is also present here, as shown in Fig. 24. In this
high-pT(Z), high-HT regime, we see a similar behaviour to the other high-pT(Z) selections. The
Df (Z, j2) and Df

�
Z, j3

�
distributions are also flatter than the corresponding distributions with

no HT cut.
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Figure 18: The differential cross section as a function of the azimuthal angle between the Z
boson and the leading jet for different jet multiplicities, (left) Njets � 1, (middle) Njets � 2,
and (right) Njets � 3. The lower panels show the ratios of the theoretical predictions to the
measurements. Error bars around the experimental points show the statistical uncertainty,
while the cross-hatched bands indicate the statistical and systematic uncertainties added in
quadrature. The boxes around the MG5 aMC + PYTHIA 8 to measurement ratio represent the
uncertainty on the prediction, including statistical, theoretical (from scale variations), and PDF
uncertainties. The dark green area represents the statistical and theoretical uncertainties only,
while the light green area represents the statistical uncertainty alone.

Figure 25 shows the azimuthal angle between the jets in the three-jet inclusive selections. The
bumps seen at Df ⇠ 0.5 come from events with the two leading jets close in rapidity, |Dy| . 2R,
where R is the distance parameter of the jet anti-kt clustering algorithm, R = 0.5. This region
is sensitive to the transition from an area of hadronic activity being resolved as one jet to being
resolved as two jets. Increasing the pT(Z) threshold value to 150 GeV (Fig. 26) shows that the
splitting of jets in this case is the dominant feature in the three distributions. Events where
a dijet system radiates a Z boson are thus largely suppressed and this is most evident in the
Df (j1, j2) distribution, where the peak at p is gone. A further increase in the pT(Z) threshold
to 300 GeV (Fig. 27) continues this trend. In all cases, the agreement between the measurement
and the prediction is still very good.

njet ≥ 1 njet ≥ 2 njet ≥ 3
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Figure 3: Measured cross section versus exclusive (left) and inclusive (right) jet multiplicity,
compared to the predictions of MADGRAPH, MADGRAPH5 aMC@NLO, SHERPA 2, and BLACK-
HAT+SHERPA (corrected for hadronization and multiple-parton interactions), for which we cur-
rently have predictions only up to W + 4 jets. Black circular markers with the gray hatched
band represent the unfolded data measurement and its total uncertainty. Overlaid are the pre-
dictions together with their uncertainties. The lower plots show the ratio of each prediction to
the unfolded data.

8 TeV

10 10 Summary

and Figure 8, respectively. The predictions are generally in very good agreement with data
within uncertainties on jet pT spectra. The measured data cross sections on the jet rapidity dis-
tributions are well described by the merged NLO generator for all inclusive jet multiplicities
and by NNLO calculation for one inclusive jet multiplicity. MG AMC exhibits slightly a lower
trend in estimating data as compared to MG AMC FXFX and NNLO on jet pT and rapidity
distributions.

The measured data is also compared to the predictions on the jet HT observable, which is sen-
sitive to the effects of higher order corrections. The HT distributions for inclusive jet multiplic-
ities of 1 to 3 are shown in Figure 9. All of the predictions are in very good agreement with
data on the jet HT spectra for all inclusive jet multiplicities. Exceptionally, MG AMC slightly
underestimates data for low HT regions.
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Figure 6: The differential cross section measurement for the exclusive and inclusive jet multi-
plicities, compared to the predictions of MG AMC FXFX and MG AMC, where latter denoted
as MG in the legends. Black circular markers with the grey hatched band represent the un-
folded data measurement and its total experimental uncertainty. MG AMC is given only with
its statistical uncertainty. Color filled band around MG AMC FXFX prediction represents its
theoretical uncertainty incuding both statistical and systematical uncertainties. The lower pan-
els show the ratios of the prediction to the unfolded data.

10 Summary
The first measurement of the differential cross sections for a W boson produced in association
with jets in proton-proton collisions at a centre-of-mass energy of 13 TeV is presented. The col-
lisions data used correspond to an integrated luminosity of 2.5 fb�1 with 25 ns bunch crossing
and were collected with the CMS detector during 2015 at the LHC.

13 TeV
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Figure 9: Cross sections differential in Dy(j1, j2) for inclusive jet multiplicities 2–4, compared to
the predictions of MADGRAPH, MADGRAPH5 aMC@NLO, SHERPA 2, and BLACKHAT+SHERPA
(corrected for hadronization and multiple-parton interactions). Black circular markers with the
gray hatched band represent the unfolded data measurements and their total uncertainties.
Overlaid are the predictions together with their uncertainties. The lower plots show the ratio
of each prediction to the unfolded data.
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Figure 7: Cross sections differential in dijet invariant mass (calculated from the two leading
jets) for inclusive jet multiplicities 2–4, compared to the predictions of MADGRAPH, MAD-
GRAPH5 aMC@NLO, SHERPA 2, and BLACKHAT+SHERPA (corrected for hadronization and
multiple-parton interactions). Black circular markers with the gray hatched band represent
the unfolded data measurements and their total uncertainties. Overlaid are the predictions
together with their uncertainties. The lower plots show the ratio of each prediction to the un-
folded data.
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Figure 30: Measurements of the cross sections times branching fractions of electroweak production of a single
W, Z, or Higgs boson with two jets at high dijet invariant mass and in fiducial measurement regions. For each
measurement the error bar represents the statistical and systematic uncertainties summed in quadrature. Shaded
bands represent the theory predictions. The Mj j threshold defining the fiducial Z j j region di↵ers between ATLAS
and CMS, leading to di↵erent inclusive cross sections.

to constrain the parameters. The results are complementary to those obtained in diboson production [83],
which corresponds to the exchange of one o↵-shell boson in the s-channel rather than two in the t-
channel.

7.1 Theoretical overview

The signal-region measurements are sensitive to the WWV (V = Z or �) couplings present in the t-channel
production mode shown in Figure 1(a). These couplings can be characterized by an e↵ective Lagrangian
LWWV

e↵ including operators up to mass-dimension six [34]:

iLWWV
e↵ = gWWV

⇢h
gV

1 Vµ(W�µ⌫W+⌫ �W+µ⌫W
�⌫) + VW+µW�⌫ Vµ⌫ +

�V

m2
W

Vµ⌫W+⇢⌫ W�⇢µ
i

�
h ̃V

2
W�µW+⌫ ✏

µ⌫⇢�V⇢� +
�̃V

2m2
W

W�⇢µW
+µ
⌫ ✏
⌫⇢↵�V↵�

i�
,

where W±µ⌫ = @µW±⌫ �@⌫W±µ , with W±µ the W± field; Vµ⌫ = @µV⌫�@⌫Vµ, with Vµ the Z or � field; mW is the
W-boson mass; and the individual couplings have SM values gV

1 = 1, V = 1, �V = 0, ̃V = 0, and �̃V = 0.
The overall coupling constants gWWV are given by gWW� = �e and gWWZ = �e · cot(✓W), where e is the
electromagnetic coupling and ✓W is the weak mixing angle. The terms in the first row of the Lagrangian
conserve C, P, and CP, while those in the second violate CP. Deviations of the gV

1 and V parameters
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In order to determine W±W±W⌥ production cross sections, events are generated at NLO in QCD using
MadGraph5_aMC@NLO [31] including on-shell diagrams as well as Higgs associated diagrams. The
CT10 NLO parton distribution function (PDF) [32] is used. Subsequent decays of unstable particles and
parton showers are handled by pythia8 [33]. Fiducial cross sections are calculated using the generator-
level lepton, jet, and Emiss

T definitions as described in Ref. [34]. Generator-level prompt leptons (those not
originating from hadron and ⌧ lepton decays) are dressed with prompt photons within a cone of size �R =
0.1. Generator-level jets are reconstructed by applying the anti-kt algorithm with radius parameter R = 0.4
on all final-state particles after parton showering and hadronisation. The Emiss

T variable is calculated using
all generator-level neutrinos. The same kinematic selection criteria as listed in Table 1 and Table 2 are
applied on these objects, with the exception of the lepton isolation and quality requirements and the b-jet
veto requirements. Electrons or muons from ⌧ decays are not included.

W

W

W

W
Z/��/H

W

W

W

W

W

W

W

Figure 1: Feynman graphs contributing at LO to W±W±W⌥ production.

The fiducial cross section is predicted to be 309 ± 7 (stat.) ± 15 (PDF) ± 8 (scale) ab in the `⌫`⌫`⌫ chan-
nel and 286 ± 6 (stat.) ± 15 (PDF) ± 10 (scale) ab in the `⌫`⌫ j j channel. Uncertainties due to the PDFs
are computed using an envelope of the CT10, NNPDF3.0 [35], and MSTW2008 [36] NLO PDF 68%
or 90% (for CT10) confidence level (CL) uncertainties, following the recommendation of Ref. [37]. The
renormalization and factorization scales are set to the invariant mass of the WWW system. Scale uncer-
tainties are estimated by varying the two scales independently up and down by a factor of two and taking
the largest variation from the nominal cross-section values.
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Figure 3: The distribution of m3`
T for the `⌫`⌫`⌫ channel (left) and the distribution of ⌃pT for the `⌫`⌫ j j channel

(right) as observed in the data (dots with error bars indicating the statistical uncertainties) and as expected from
SM signal and background processes. The ratios between the observed numbers of events in data and the ex-
pected SM signal plus background contributions are shown in the lower panels. The hashed bands results from
the systematic uncertainties on the sum of the signal plus background contributions. The “other backgrounds”
contain prompt leptons and are estimated from MC. Contributions from aQGCs are also shown, assuming the non-
unitarized case (⇤FF = 1) and two di↵erent sets of fS ,0/⇤4 and fS ,1/⇤4 configurations ( fS ,0/⇤4 = 2000 TeV�4,
fS ,1/⇤4 = 2000 TeV�4 and fS ,0/⇤4 = 2000 TeV�4, fS ,1/⇤4 = �6000 TeV�4). The highest bin also includes events
falling out of the range shown.

operators involving four gauge bosons. There are 18 dimension-eight operators built from the covariant
derivative of the Higgs field Dµ�, the SU(2)L field strength Wi

µ⌫, and U(1)Y field strength Bµ⌫. Only the
two terms built exclusively from Dµ� and with aQGC parameters fS ,0/⇤4 and fS ,1/⇤4 are considered in
this analysis:

LS ,0 =
fS ,0
⇤4 [(Dµ�)†D⌫�] ⇥ [(Dµ�)†D⌫�], (3)
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12 8 Cross section measurements

Figure 6: Differential cross sections normalized to the fiducial cross section for the com-
bined 4e, 4µ, and 2e2µ decay channels as a function of pT for (upper left) the highest pT
lepton in the event, (upper right) all Z bosons in ZZ events, and (lower left) the ZZ system.
Figure (lower right) shows the normalized ds/dmZZ distribution. Points represent the un-
folded data, and the shaded histogram represent the POWHEG +MCFM predictions for ZZ sig-
nal, and the solid curves correspond to the results of the MADGRAPH5 AMC@NLO+MCFM
calculations. The two lower plots in each subfigure represent the ratio of the measured
cross section to the expected distributions from POWHEG +MCFM (middle plot) and MAD-
GRAPH5 AMC@NLO+MCFM (bottom plot). The hatched areas on all the plots represent the
full uncertainties calculated as the quadrature sum of the statistical and systematic uncertain-
ties, while the crosses represent the statistical uncertainties only.
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Figure 6: The measured di↵erential cross-section distributions (black points) normalized to the bin width for (a)
pZlead

T , (b) Njets, (c) ��(`+, `�)lead and (d) �y(Z,Z) in the ZZ ! `�`+`0 �`0+ channel, unfolded within the total
phase space, compared to the theory predictions of PowhegBox and gg2VV (red line). The vertical error bars
show the respective statistical uncertainties, while the light blue error bands express the statistical and systematic
uncertainties of the measurements added in quadrature.
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Wγ, WW and WZ anomalous charged couplings

Zγ and ZZ anomalous neutral couplings{Channels
No deviations from SM have been observed

Charged couplings: 
- LHC limits slightly better than LEP limits 

Neutral couplings: 
- LHC limits far stricter than LEP limits

New: CMS ZZ with Z → l+l- using 35.9 fb-1 of 
13 TeV pp collisions, CMS PAS SMP-16-017

https://twiki.cern.ch/twiki/bin/view/CMSPublic/PhysicsResultsSMPaTGC
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