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So far only QGP-hadron phase transition can be recreated and studied in lab
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Exploring the phase diagram of QCD
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Lattice Gauge Theory - 
increasing accuracy at µB=0

 Tc = 154(9) MeV  
  εc = 0.18-0.5 GeV/fm3  = (1.2-3.3) ρnuclear
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Calculations disfavor C.P. in region 
µB/T < 2 and T/TC(µB=0) > 0.9

Bazavov et al, arXiv:1701.04325 
Karsch INT-BES 2017

By changing beam energy we alter 
initial temperature and µB
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Early conditions: Temperature
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 = 2760 GeV,  0-20%NNsALICE 

 [0.9 GeV, 2.1 GeV]∈ 
T

Fit range p
 41 MeV/c± 12 ± = 297 effPb+Pb  T

Phys. Lett. B 754, 235 (2016)

 = 200 GeV,  0-94%NNsPHENIX 
 [1.0 GeV, 5.0 GeV]∈ 

T
Fit range p

 50 MeV/c± 49 ± = 288 effCu+Cu  T

 = 200 GeV,  0-92%NNsPHENIX 
 [0.6 GeV, 2.0 GeV]∈ 

T
Fit range p

 7 MeV/c± 28 ± = 242 effAu+Au  T
Phys. Rev. C 91, 064904 (2015)

 = 62.4 GeV,  0-86%NNsPHENIX 
 [0.5 GeV, 2.0 GeV]∈ 

T
Fit range p

 44 MeV/c± 24 ± = 211 effAu+Au  T

 = 39 GeV,  0-86%NNsPHENIX 
 [0.5 GeV, 2.0 GeV]∈ 

T
Fit range p

 68 MeV/c± 31 ± = 177 effAu+Au  T

 subtracted
prompt

γ2760 GeV Pb+Pb: 
 subtracted

prompt
γ200 GeV Au+Au: 

 subtracted
prompt

γ200 GeV Cu+Cu: 
 unsubtracted

prompt
γ62.4 GeV Au+Au: 

 unsubtracted
prompt

γ39 GeV Au+Au: 

 vs. collision energyeffT

PH ENIX
preliminary

Hint of increase of T

eff

with p
s

NN

, but also consistent with a constant fit

NEW

red

Deepali Sharma | Quark Matter 2017, Chicago

Initial temperature well above Tc even at √sNN = 39 GeV

√sNN

Tc

T from direct photon pT spectra

PHENIX:QM17
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Nu Xu 44/56 “Quark Matter 2015  Student-Day”  Kobe, Japan, 9/27 – 10/3, 2015 

Higher Moments 
1)  Higher moments of conserved quantum numbers: 

Q, S, B, in high-energy nuclear collisions 

2)  Sensitive to critical point (ξ correlation length):  

3)  Direct comparison with calculations at any order:   

4)  Extract susceptibilities and freeze-out 
temperature. An independent/important test of 
thermal equilibrium in heavy ion collisions. 

References: 
 - STAR:  PRL105, 22303(10); ibid, 032302(14)  

   - M. Stephanov: PRL102, 032301(09) // R.V. Gavai and S. Gupta,    
PLB696, 459(11) // F. Karsch et al, PLB695, 136(11) // S.Ejiri et al, 
PLB633, 275(06)  

   - A. Bazavov et al., PRL109, 192302(12) // S. Borsanyi et al., PRL111, 
062005(13) // V. Skokov et al., PRC88, 034901(13) 

€ 

δN( )2 ≈ ξ2, δN( )3 ≈ ξ4.5, δN( )4 ≈ ξ7

Sσ ≈
χB
3

χB
2 , κσ 2 ≈

χB
4

χB
2

µB = 0 

Searching for a Critical Point

6

Critical Points:  
divergence of susceptibilities 

e.g. magnetism transitions  
divergence of correlation lengths 

e.g. critical opalescence  

Lattice QCD:  
Divergence of susceptibilities for 
conserved quantities (B,Q,S) at 
critical point 
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Searching for a Critical Point

6

Critical Points:  
divergence of susceptibilities 

e.g. magnetism transitions  
divergence of correlation lengths 

e.g. critical opalescence  

Lattice QCD:  
Divergence of susceptibilities for 
conserved quantities (B,Q,S) at 
critical point 

Kurtosis x Variance2 ~ χ(4)/ χ(2)

Divergences of conserved quantities 
may survive in the final state  
⇒ non-gaussian fluctuations of  
net-baryon density

Kurtosis - 4th moment - “tailiness” of distribution 
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Comparison with STAR BES-I 

     red/black = unfolding (preferred method) + vol. flucs. corr. 
 

     green = evt-by-evt eff correction of factorial moments + vol. flucs. corr. 

HADES 
preliminary 

HADES 
preliminary 

STAR analysis:  Xiaofeng Luo et al., PoS (CPOD2014) 019 
                                                          arXiv:1503.02558v2 

QM2017      February 6 - 11, 2017        Chicago IL    20 

Presence of Critical Point?

7

M. Stephanov. PRL 107:052301(2011) 
HADES: QM17 

 Correlation lengths diverge 
→ Net-p κσ2 diverge

Peripheral collisions:
smooth trend

3

and δ = 5, which are within few percent of their exact
values in three dimensions. The result of Eq. (9) can then
be simplified to

κ4(t,H) = −12
81− 783θ2 + 105θ4 − 5θ6 + 2θ8

R14/3(3− θ2)3(3 + 2θ2)5
. (10)

We represent κ4(t,H) graphically as a density plot in
Fig. 1. We see that the 4-th cumulant (and kurtosis)
is negative in the sector bounded by two curved rays
H/tβδ = ±const (corresponding to θ ≈ ±0.32).
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FIG. 1: (color online) (a) – the density plot of the function
κ4(t,H) given by Eq. (10) obtained using Eq. (9) for the linear
parametric model Eqs. (6), (7), (8) and β = 1/3, δ = 5. The
κ4 < 0 region is red, the κ4 > 0 – is blue. (b) – the dependence
of κ4 on t along the vertical dashed green line on the density
plot above. This line is the simplest example of a possible
mapping of the freezeout curve (see Fig. 2). The units of t,
H and κ4 are arbitrary.

Also in Fig. 1 we show the dependence of κ4 along a
line which could be thought of as representing a possible
mapping of the freezeout trajectory (Fig. 2) onto the tH
plane. Although the absolute value of the peak in κ4

depends on the proximity of the freezeout curve to the
critical point, the ratio of the maximum to minimum
along such an H = const curve is a universal number,
approximately equal to −28 from Eq. (10).
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FIG. 2: A sketch of the phase diagram of QCD with the freeze-
out curve and a possible mapping of the Ising coordinates t
and H .

The negative minimum is small relative to the positive
peak, but given the large size of the latter, Ref.[7, 15],
the negative contribution to kurtosis may be significant.
In addition, the mapping of the freezeout curve certainly
need not be H = const, and the relative size of the posi-
tive and negative peaks depends sensitively on that.
The trend described above appears to show in the re-

cent lattice data, Ref.[10], obtained using Pade resum-
mation of the truncated Taylor expansion in µB. As the
chemical potential is increased along the freezeout curve,
the 4-th moment of the baryon number fluctuations be-
gins to decrease, possibly turning negative, as the critical
point is approached (see Fig.2 in Ref.[10]).
Another observation, which we shall return to at the

end of the next section, is that −κ4 grows as we approach
the crossover line, corresponding to H = 0, t > 0 on the
diagram in Fig. 1(a). On the QCD phase diagram the
freezeout point will move in this direction if one reduces
the size of the colliding nuclei or selects more peripheral
collisions (the freezeout occurs earlier, i.e., at higher T ,
in a smaller system).

EXPERIMENTAL OBSERVABLES

In this section we wish to connect the results for the
fluctuations of the order parameter field σ to the fluctua-
tions of the observable quantities. As an example we con-
sider the fluctuations of the multiplicity of given charged
particles, such as pions or protons.
For completeness we shall briefly rederive the results of

Ref.[7] using a simple model of fluctuations. The model
captures the most singular term in the contribution of the
critical point to the fluctuation observables. Consider a
given species of particle interacting with fluctuating crit-
ical mode field σ. The infinitesimal change of the field δσ
leads to a change of the effective mass of the particle by
the amount δm = gδσ. This could be considered a def-
inition of the coupling g. For example, the coupling of
protons in the sigma model is gσp̄p. The fluctuations δfp

NB: Different y and pT ranges
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H and κ4 are arbitrary.

Also in Fig. 1 we show the dependence of κ4 along a
line which could be thought of as representing a possible
mapping of the freezeout trajectory (Fig. 2) onto the tH
plane. Although the absolute value of the peak in κ4

depends on the proximity of the freezeout curve to the
critical point, the ratio of the maximum to minimum
along such an H = const curve is a universal number,
approximately equal to −28 from Eq. (10).
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FIG. 2: A sketch of the phase diagram of QCD with the freeze-
out curve and a possible mapping of the Ising coordinates t
and H .

The negative minimum is small relative to the positive
peak, but given the large size of the latter, Ref.[7, 15],
the negative contribution to kurtosis may be significant.
In addition, the mapping of the freezeout curve certainly
need not be H = const, and the relative size of the posi-
tive and negative peaks depends sensitively on that.
The trend described above appears to show in the re-

cent lattice data, Ref.[10], obtained using Pade resum-
mation of the truncated Taylor expansion in µB. As the
chemical potential is increased along the freezeout curve,
the 4-th moment of the baryon number fluctuations be-
gins to decrease, possibly turning negative, as the critical
point is approached (see Fig.2 in Ref.[10]).
Another observation, which we shall return to at the

end of the next section, is that −κ4 grows as we approach
the crossover line, corresponding to H = 0, t > 0 on the
diagram in Fig. 1(a). On the QCD phase diagram the
freezeout point will move in this direction if one reduces
the size of the colliding nuclei or selects more peripheral
collisions (the freezeout occurs earlier, i.e., at higher T ,
in a smaller system).

EXPERIMENTAL OBSERVABLES

In this section we wish to connect the results for the
fluctuations of the order parameter field σ to the fluctua-
tions of the observable quantities. As an example we con-
sider the fluctuations of the multiplicity of given charged
particles, such as pions or protons.
For completeness we shall briefly rederive the results of

Ref.[7] using a simple model of fluctuations. The model
captures the most singular term in the contribution of the
critical point to the fluctuation observables. Consider a
given species of particle interacting with fluctuating crit-
ical mode field σ. The infinitesimal change of the field δσ
leads to a change of the effective mass of the particle by
the amount δm = gδσ. This could be considered a def-
inition of the coupling g. For example, the coupling of
protons in the sigma model is gσp̄p. The fluctuations δfp

NB: Different y and pT ranges

Top 5% central collisions:
Non-monotonic behavior 
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and δ = 5, which are within few percent of their exact
values in three dimensions. The result of Eq. (9) can then
be simplified to

κ4(t,H) = −12
81− 783θ2 + 105θ4 − 5θ6 + 2θ8

R14/3(3− θ2)3(3 + 2θ2)5
. (10)

We represent κ4(t,H) graphically as a density plot in
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FIG. 1: (color online) (a) – the density plot of the function
κ4(t,H) given by Eq. (10) obtained using Eq. (9) for the linear
parametric model Eqs. (6), (7), (8) and β = 1/3, δ = 5. The
κ4 < 0 region is red, the κ4 > 0 – is blue. (b) – the dependence
of κ4 on t along the vertical dashed green line on the density
plot above. This line is the simplest example of a possible
mapping of the freezeout curve (see Fig. 2). The units of t,
H and κ4 are arbitrary.

Also in Fig. 1 we show the dependence of κ4 along a
line which could be thought of as representing a possible
mapping of the freezeout trajectory (Fig. 2) onto the tH
plane. Although the absolute value of the peak in κ4

depends on the proximity of the freezeout curve to the
critical point, the ratio of the maximum to minimum
along such an H = const curve is a universal number,
approximately equal to −28 from Eq. (10).
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FIG. 2: A sketch of the phase diagram of QCD with the freeze-
out curve and a possible mapping of the Ising coordinates t
and H .

The negative minimum is small relative to the positive
peak, but given the large size of the latter, Ref.[7, 15],
the negative contribution to kurtosis may be significant.
In addition, the mapping of the freezeout curve certainly
need not be H = const, and the relative size of the posi-
tive and negative peaks depends sensitively on that.
The trend described above appears to show in the re-

cent lattice data, Ref.[10], obtained using Pade resum-
mation of the truncated Taylor expansion in µB. As the
chemical potential is increased along the freezeout curve,
the 4-th moment of the baryon number fluctuations be-
gins to decrease, possibly turning negative, as the critical
point is approached (see Fig.2 in Ref.[10]).
Another observation, which we shall return to at the

end of the next section, is that −κ4 grows as we approach
the crossover line, corresponding to H = 0, t > 0 on the
diagram in Fig. 1(a). On the QCD phase diagram the
freezeout point will move in this direction if one reduces
the size of the colliding nuclei or selects more peripheral
collisions (the freezeout occurs earlier, i.e., at higher T ,
in a smaller system).

EXPERIMENTAL OBSERVABLES

In this section we wish to connect the results for the
fluctuations of the order parameter field σ to the fluctua-
tions of the observable quantities. As an example we con-
sider the fluctuations of the multiplicity of given charged
particles, such as pions or protons.
For completeness we shall briefly rederive the results of

Ref.[7] using a simple model of fluctuations. The model
captures the most singular term in the contribution of the
critical point to the fluctuation observables. Consider a
given species of particle interacting with fluctuating crit-
ical mode field σ. The infinitesimal change of the field δσ
leads to a change of the effective mass of the particle by
the amount δm = gδσ. This could be considered a def-
inition of the coupling g. For example, the coupling of
protons in the sigma model is gσp̄p. The fluctuations δfp

NB: Different y and pT ranges

Top 5% central collisions:
Non-monotonic behavior 
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FIG. 1: (color online) (a) – the density plot of the function
κ4(t,H) given by Eq. (10) obtained using Eq. (9) for the linear
parametric model Eqs. (6), (7), (8) and β = 1/3, δ = 5. The
κ4 < 0 region is red, the κ4 > 0 – is blue. (b) – the dependence
of κ4 on t along the vertical dashed green line on the density
plot above. This line is the simplest example of a possible
mapping of the freezeout curve (see Fig. 2). The units of t,
H and κ4 are arbitrary.

Also in Fig. 1 we show the dependence of κ4 along a
line which could be thought of as representing a possible
mapping of the freezeout trajectory (Fig. 2) onto the tH
plane. Although the absolute value of the peak in κ4

depends on the proximity of the freezeout curve to the
critical point, the ratio of the maximum to minimum
along such an H = const curve is a universal number,
approximately equal to −28 from Eq. (10).
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FIG. 2: A sketch of the phase diagram of QCD with the freeze-
out curve and a possible mapping of the Ising coordinates t
and H .

The negative minimum is small relative to the positive
peak, but given the large size of the latter, Ref.[7, 15],
the negative contribution to kurtosis may be significant.
In addition, the mapping of the freezeout curve certainly
need not be H = const, and the relative size of the posi-
tive and negative peaks depends sensitively on that.
The trend described above appears to show in the re-

cent lattice data, Ref.[10], obtained using Pade resum-
mation of the truncated Taylor expansion in µB. As the
chemical potential is increased along the freezeout curve,
the 4-th moment of the baryon number fluctuations be-
gins to decrease, possibly turning negative, as the critical
point is approached (see Fig.2 in Ref.[10]).
Another observation, which we shall return to at the

end of the next section, is that −κ4 grows as we approach
the crossover line, corresponding to H = 0, t > 0 on the
diagram in Fig. 1(a). On the QCD phase diagram the
freezeout point will move in this direction if one reduces
the size of the colliding nuclei or selects more peripheral
collisions (the freezeout occurs earlier, i.e., at higher T ,
in a smaller system).

EXPERIMENTAL OBSERVABLES

In this section we wish to connect the results for the
fluctuations of the order parameter field σ to the fluctua-
tions of the observable quantities. As an example we con-
sider the fluctuations of the multiplicity of given charged
particles, such as pions or protons.
For completeness we shall briefly rederive the results of

Ref.[7] using a simple model of fluctuations. The model
captures the most singular term in the contribution of the
critical point to the fluctuation observables. Consider a
given species of particle interacting with fluctuating crit-
ical mode field σ. The infinitesimal change of the field δσ
leads to a change of the effective mass of the particle by
the amount δm = gδσ. This could be considered a def-
inition of the coupling g. For example, the coupling of
protons in the sigma model is gσp̄p. The fluctuations δfp

NB: Different y and pT ranges

Top 5% central collisions:
Non-monotonic behavior 

Hadron gas model (UrQMD) no CP:
shows suppression at lower energies 

- baryon number conservation
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Intermediate summary

8

New data from FAIR, NICA, RHIC and SPS just around the corner 

Significantly extended detection capabilities compared to existing data 

     

High statistics exploration of QCD phase diagram and its key 
features is about to begin

Strong theoretical interest focussed in BEST and HICforFAIR, 
increased number of focussed workshops

A lot happening around 20 GeV - hard to believe its multiple 
different causes

STAR BES-II (2019-2020) Turn trends and features into 
definitive conclusions
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‘Hard’ processes have a large scale in calculation 
                          → pQCD applicable: 
• high momentum transfer Q2 

• high transverse momentum pT 
• high mass m (N.B.: since m>>0 heavy quark production is ‘hard’     

process even at low pT) 

  Early production in parton-parton  
  scatterings with large Q2 

Using “hard” particles as probes

9
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‘Hard’ processes have a large scale in calculation 
                          → pQCD applicable: 
• high momentum transfer Q2 

• high transverse momentum pT 
• high mass m (N.B.: since m>>0 heavy quark production is ‘hard’     

process even at low pT) 

  Early production in parton-parton  
  scatterings with large Q2 

Look for attenuation/absorption/
modification of probe

Using “hard” particles as probes

Direct interaction with partonic 
phases of the reaction  

  i.e. a calibrated probe

9
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Jet quenching at 5 TeV

10

Inclusive	Hadron	and	Jet	Suppression

7

-ATLAS	new	measurement	of	 jet	RAA up	to	1	TeV (R=0.4)

-When	comparing	hadrons	and	jets	note	that:

A	very	high	pT hadron	comes	from	a	parton that	fragmented	very	hard	(low	mass)	and	that	
consequently	 suffered	 less	quenching	

Martin	Spousta

Strong suppression up to pT ~1 TeV 

Colorless objects 
should not interact 
with colored QGP 

no suppression 

Not significantly different 
to values at 2.76 TeV

ATLAS: QM17
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Inclusive	Hadron	and	Jet	Suppression
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-ATLAS	new	measurement	of	 jet	RAA up	to	1	TeV (R=0.4)

-When	comparing	hadrons	and	jets	note	that:

A	very	high	pT hadron	comes	from	a	parton that	fragmented	very	hard	(low	mass)	and	that	
consequently	 suffered	 less	quenching	

Martin	Spousta

Strong suppression up to pT ~1 TeV 

Colorless objects 
should not interact 
with colored QGP 

no suppression 

Not significantly different 
to values at 2.76 TeV

Compensating effects of higher Eloss, 
flatter pT spectrum,q/g differences

ATLAS: QM17
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 significant flow at low-intermediate pT,  v2(D) ~ v2(h) vs. mT-m0 

•  Models with a diffusion coefficient 2πTDs ~ 2-12 describe both D0 RAA and v2 
 differences between models to be settled 
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At both RHIC and LHC: 
   low pT: D0 v2  
     high pT: D0 RAA ~ light hadron RAA

Strong charm-medium 
interactions at LHC and RHIC
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The Life of Heavy Quark in the Soup
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• At low pT:  D0 v2 signal is significantly lower than that of charged particles
• At high pT: D0 v2 ≈ charged particle v2 , v3 signal consistent with 0
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 Low pT:             LHC2.76 > RHIC  
decreasing regeneration; less c quarks 

High pT:              LHC2.76 < RHIC  
decreasing dissociation;  cooler medium   

E. Scomparin, Quarkonium production in AA collisions, QM2017, Chicago, February 2017

J/\ - RHIC energy

17

� Recent highlights by STAR
� Low vs high pT J/\ suppression

� Low pT J/\, RAA
LHC>RAA

RHIC   Å strong regeneration
� High pT J/\, RAA

LHC<RAA
RHIC   Å weak (or no) regeneration

At LHC many J/ψ result of coalesced thermalized charm

STAR: QM17
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At LHC 
5 TeV - Highest precision yet 

Sequential suppression 
RAA(Υ(1S)) < RAA(Υ(2S))  

Υ(3S))  still no observation

CMS-PAS-HIN-16-023 
STAR: QM17
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At LHC 
5 TeV - Highest precision yet 

Sequential suppression 
RAA(Υ(1S)) < RAA(Υ(2S))  

Υ(3S))  still no observation
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At RHIC: First precise results 

Sequential suppression 
RAA(Υ(1S)) < RAA(Υ(2S+3S))  

Hints of less suppression at RHIC
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Modification from p-p   
 - reveal details of interaction with QGP
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ϕ1 , pTLead

ϕ2 , pTSubLead

Di-jet expectations

AJ =
pLead
T � pSubLead

T

pLead
T + pSubLead

T

�� = �1 � �2

xJ =
p

Jet
T

p

Trig
T



27

FIG. 21. (Color online) Distribution of � (��) at
p
s = 200

GeV, for Au+Au collisions measured by STAR and p+p colli-
sions generated by PYTHIA (detector level). Vertical dashed
lines show limits of integration for Y

�
pch
T,jet

�
. Top panel: pe-

ripheral Au+Au compared to p+p. Blue dashed curve shows
PYTHIA distribution scaled to have the same integral as
data between the vertical dashed lines. Middle panel: central
Au+Au compared to p+p detector-level events embedded into
central Au+Au mixed events. Shaded bands show systematic
uncertainty due to mixed-event normalization. Bottom panel:
same as middle panel, but with PYTHIA distribution scaled
to have the same integral as data between the vertical dashed
lines.

small, and the ME scale factor approaches unity in that
region. By utilizing a ��-dependent scaling of the ME
distribution we track this e↵ect accurately, resulting in
an accurate ME normalization for correction of uncorre-
lated background yield.

Figure 21 shows � (��) distributions for R = 0.3 and
9 < p

reco,ch

T,jet

< 13 GeV/c measured in peripheral and cen-

tral Au+Au collisions at
p
s

NN

= 200 GeV, compared to
� (��) distributions for p+p collisions at

p
s = 200 GeV

generated by PYTHIA. The data are the same as those
in Figs. 10 and 11. The data are corrected for uncor-
related background yield using ME subtraction, but no
correction is applied for instrumental response or uncor-
related background fluctuations. Rather, for comparison
to data, the PYTHIA p+p distribution is used at the
detector level, which incorporates the e↵ects of instru-
mental response. In addition, for comparison to the cen-
tral Au+Au data, the e↵ects of uncorrelated background
fluctuations are imposed by embedding the p+p events
generated by PYTHIA at the detector level into Au+Au
mixed events. These reference events based on PYTHIA
are analysed in the same way as real data; in particular,
the e↵ect of correlated recoil jets on the calculation of ⇢
is the same as that in real data analysis.

The top and middle panels of Figure 21 compare ab-
solutely normalized � (��) distributions for Au+Au and
p+p. The yield for the PYTHIA-generated p+p distri-
bution in this region is significantly larger than that of
the Au+Au data for both peripheral and central colli-
sions, with larger di↵erence for central collisions. This
is in qualitative agreement with Fig. 19, though quanti-
tative comparison is not possible because these data are
not fully corrected.

For detailed comparison of the shape of the central
peaks of the � (��) distributions, we scale the PYTHIA-
generated p+p distributions to have the same integrated
yield as the data in the range |⇡ ���| < ⇡/4. The top
panel of Figure 21 shows scaled p+p compared to pe-
ripheral Au+Au, which agree well. The bottom panel
shows the scaled embedded p+p and central Au+Au dis-
tributions, indicating a slightly broader central peak in
data. A recent calculation suggests that such compar-
isons may be used to constrain hq̂ · Li, where q̂ is the
jet transport parameter and L is the in-medium path
length [29]. However, quantitative comparison of such
measurements and calculations requires correction of the
data for instrumental and background fluctuation e↵ects,
which requires higher statistical precision than the data
presented here and is beyond the scope of the current
analysis.

Finally, we turn to the search for large-angle Molière
scattering in the hot QCD medium [28]. Absolutely
normalized � (��) distributions are required for this
measurement. We focus on the � (��) distribution at
large angles relative to the trigger axis, in the range
|⇡ � ��| > 0.56. Fig. 21, upper panel, shows no sig-
nificant yield in this range for both peripheral Au+Au
events and PYTHIA-generated p+p events. The insert
in the middle panel shows the � (��) distribution in
this range for central Au+Au collisions and PYTHIA-
generated p+p events embedded into central Au+Au
mixed events. Both distributions have non-zero yield
and are consistent with each other within the uncertainty
band. We therefore do not observe significant evidence
for large-angle Molière scattering in central Au+Au col-
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Partons lose energy but are not deflected from original path
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GeV, for Au+Au collisions measured by STAR and p+p colli-
sions generated by PYTHIA (detector level). Vertical dashed
lines show limits of integration for Y
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pch
T,jet
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. Top panel: pe-

ripheral Au+Au compared to p+p. Blue dashed curve shows
PYTHIA distribution scaled to have the same integral as
data between the vertical dashed lines. Middle panel: central
Au+Au compared to p+p detector-level events embedded into
central Au+Au mixed events. Shaded bands show systematic
uncertainty due to mixed-event normalization. Bottom panel:
same as middle panel, but with PYTHIA distribution scaled
to have the same integral as data between the vertical dashed
lines.

small, and the ME scale factor approaches unity in that
region. By utilizing a ��-dependent scaling of the ME
distribution we track this e↵ect accurately, resulting in
an accurate ME normalization for correction of uncorre-
lated background yield.

Figure 21 shows � (��) distributions for R = 0.3 and
9 < p
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T,jet

< 13 GeV/c measured in peripheral and cen-

tral Au+Au collisions at
p
s

NN

= 200 GeV, compared to
� (��) distributions for p+p collisions at
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generated by PYTHIA. The data are the same as those
in Figs. 10 and 11. The data are corrected for uncor-
related background yield using ME subtraction, but no
correction is applied for instrumental response or uncor-
related background fluctuations. Rather, for comparison
to data, the PYTHIA p+p distribution is used at the
detector level, which incorporates the e↵ects of instru-
mental response. In addition, for comparison to the cen-
tral Au+Au data, the e↵ects of uncorrelated background
fluctuations are imposed by embedding the p+p events
generated by PYTHIA at the detector level into Au+Au
mixed events. These reference events based on PYTHIA
are analysed in the same way as real data; in particular,
the e↵ect of correlated recoil jets on the calculation of ⇢
is the same as that in real data analysis.

The top and middle panels of Figure 21 compare ab-
solutely normalized � (��) distributions for Au+Au and
p+p. The yield for the PYTHIA-generated p+p distri-
bution in this region is significantly larger than that of
the Au+Au data for both peripheral and central colli-
sions, with larger di↵erence for central collisions. This
is in qualitative agreement with Fig. 19, though quanti-
tative comparison is not possible because these data are
not fully corrected.

For detailed comparison of the shape of the central
peaks of the � (��) distributions, we scale the PYTHIA-
generated p+p distributions to have the same integrated
yield as the data in the range |⇡ ���| < ⇡/4. The top
panel of Figure 21 shows scaled p+p compared to pe-
ripheral Au+Au, which agree well. The bottom panel
shows the scaled embedded p+p and central Au+Au dis-
tributions, indicating a slightly broader central peak in
data. A recent calculation suggests that such compar-
isons may be used to constrain hq̂ · Li, where q̂ is the
jet transport parameter and L is the in-medium path
length [29]. However, quantitative comparison of such
measurements and calculations requires correction of the
data for instrumental and background fluctuation e↵ects,
which requires higher statistical precision than the data
presented here and is beyond the scope of the current
analysis.

Finally, we turn to the search for large-angle Molière
scattering in the hot QCD medium [28]. Absolutely
normalized � (��) distributions are required for this
measurement. We focus on the � (��) distribution at
large angles relative to the trigger axis, in the range
|⇡ � ��| > 0.56. Fig. 21, upper panel, shows no sig-
nificant yield in this range for both peripheral Au+Au
events and PYTHIA-generated p+p events. The insert
in the middle panel shows the � (��) distribution in
this range for central Au+Au collisions and PYTHIA-
generated p+p events embedded into central Au+Au
mixed events. Both distributions have non-zero yield
and are consistent with each other within the uncertainty
band. We therefore do not observe significant evidence
for large-angle Molière scattering in central Au+Au col-

Little to no azimuthal de-correlation observed

Examine Δϕ  - azimuthal angle between hadron-jets, z-jet, γ-jet 

      Leading order expectation: Δϕ ~π
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GeV, for Au+Au collisions measured by STAR and p+p colli-
sions generated by PYTHIA (detector level). Vertical dashed
lines show limits of integration for Y
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. Top panel: pe-

ripheral Au+Au compared to p+p. Blue dashed curve shows
PYTHIA distribution scaled to have the same integral as
data between the vertical dashed lines. Middle panel: central
Au+Au compared to p+p detector-level events embedded into
central Au+Au mixed events. Shaded bands show systematic
uncertainty due to mixed-event normalization. Bottom panel:
same as middle panel, but with PYTHIA distribution scaled
to have the same integral as data between the vertical dashed
lines.

small, and the ME scale factor approaches unity in that
region. By utilizing a ��-dependent scaling of the ME
distribution we track this e↵ect accurately, resulting in
an accurate ME normalization for correction of uncorre-
lated background yield.

Figure 21 shows � (��) distributions for R = 0.3 and
9 < p

reco,ch

T,jet

< 13 GeV/c measured in peripheral and cen-

tral Au+Au collisions at
p
s

NN

= 200 GeV, compared to
� (��) distributions for p+p collisions at
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generated by PYTHIA. The data are the same as those
in Figs. 10 and 11. The data are corrected for uncor-
related background yield using ME subtraction, but no
correction is applied for instrumental response or uncor-
related background fluctuations. Rather, for comparison
to data, the PYTHIA p+p distribution is used at the
detector level, which incorporates the e↵ects of instru-
mental response. In addition, for comparison to the cen-
tral Au+Au data, the e↵ects of uncorrelated background
fluctuations are imposed by embedding the p+p events
generated by PYTHIA at the detector level into Au+Au
mixed events. These reference events based on PYTHIA
are analysed in the same way as real data; in particular,
the e↵ect of correlated recoil jets on the calculation of ⇢
is the same as that in real data analysis.

The top and middle panels of Figure 21 compare ab-
solutely normalized � (��) distributions for Au+Au and
p+p. The yield for the PYTHIA-generated p+p distri-
bution in this region is significantly larger than that of
the Au+Au data for both peripheral and central colli-
sions, with larger di↵erence for central collisions. This
is in qualitative agreement with Fig. 19, though quanti-
tative comparison is not possible because these data are
not fully corrected.

For detailed comparison of the shape of the central
peaks of the � (��) distributions, we scale the PYTHIA-
generated p+p distributions to have the same integrated
yield as the data in the range |⇡ ���| < ⇡/4. The top
panel of Figure 21 shows scaled p+p compared to pe-
ripheral Au+Au, which agree well. The bottom panel
shows the scaled embedded p+p and central Au+Au dis-
tributions, indicating a slightly broader central peak in
data. A recent calculation suggests that such compar-
isons may be used to constrain hq̂ · Li, where q̂ is the
jet transport parameter and L is the in-medium path
length [29]. However, quantitative comparison of such
measurements and calculations requires correction of the
data for instrumental and background fluctuation e↵ects,
which requires higher statistical precision than the data
presented here and is beyond the scope of the current
analysis.

Finally, we turn to the search for large-angle Molière
scattering in the hot QCD medium [28]. Absolutely
normalized � (��) distributions are required for this
measurement. We focus on the � (��) distribution at
large angles relative to the trigger axis, in the range
|⇡ � ��| > 0.56. Fig. 21, upper panel, shows no sig-
nificant yield in this range for both peripheral Au+Au
events and PYTHIA-generated p+p events. The insert
in the middle panel shows the � (��) distribution in
this range for central Au+Au collisions and PYTHIA-
generated p+p events embedded into central Au+Au
mixed events. Both distributions have non-zero yield
and are consistent with each other within the uncertainty
band. We therefore do not observe significant evidence
for large-angle Molière scattering in central Au+Au col-
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Fig. 9: ∆IAA, the ratio of ∆recoil in central Pb–Pb and pp collisions at
√
s = 2.76 TeV, for R = 0.2, 0.4 and 0.5. ∆recoil

for pp collisions are calculated using PYTHIA.
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peratures reached in the most central Au+Au collisions
at RHIC, and 2.2±0.5 GeV2/fm at temperatures reached
in the most central Pb+Pb collisions at LHC. Values of q̂
in the hadronic phase are assumed to be proportional to
the hadron density in a hadron resonance gas model with
the normalization in a cold nuclear matter determined by
DIS data [81]. Values of q̂ in the QGP phase are consid-
ered proportional to T 3 and the coe�cient is determined
by fitting to the experimental data on R

AA

at RHIC and
LHC separately. In the HT-M model the procedure is
similar except that q̂ is assumed to be proportional to the
local entropy density and its initial value is q̂ = 0.89±0.11
GeV2/fm in the center of the most central Au+Au colli-
sions at RHIC, and q̂ = 1.29±0.27 GeV2/fm in the most
central Pb+Pb collisions at LHC (note that the values
of q̂ extracted in Sec IV are for gluon jets and therefore
9/4 times the corresponding values for quark jets). For
temperatures close to and below the QCD phase tran-
sition, q̂ is assumed to follow the entropy density, and
q̂/T 3 shown in Fig. 10 is calculated according to the pa-
rameterized EOS [96] that is used in the hydrodynamic
evolution of the bulk medium. In both HT approaches,
no jet energy dependence of q̂ is considered.

Considering the variation of the q̂ values between the
five di↵erent models studied here as theoretical uncer-
tainties, one can extract its range of values as constrained
by the measured suppression factors of single hadron
spectra at RHIC and LHC as follows:

q̂

T 3
⇡

⇢
4.6± 1.2 at RHIC,
3.7± 1.4 at LHC,

at the highest temperatures reached in the most central
Au+Au collisions at RHIC and Pb+Pb collisions at LHC.
The corresponding absolute values for q̂ for a 10 GeV
quark jet are,

q̂ ⇡
⇢

1.2± 0.3
1.9± 0.7

GeV2/fm at
T=370 MeV,
T=470 MeV,

at an initial time ⌧0 = 0.6 fm/c. These values are very
close to an early estimate [6] and are consistent with LO
pQCD estimates, albeit with a somewhat surprisingly
small value of the strong coupling constant as obtained
in CUJET, MARTINI and McGill-AMY model. The HT
models assume that q̂ is independent of jet energy in this
study. CUJET, MARTINI and McGill-AMY model, on
the other hand, should have a logarithmic energy depen-
dence on the calculated q̂ from the kinematic limit on the
transverse momentum transfer in each elastic scattering,
which also gives the logarithmic temperature dependence
as seen in Fig. 10.

As a comparison, we also show in Fig. 10 the value
of q̂

N

/T 3
eft in cold nuclei as extracted from jet quenching

in DIS [81] . The value of q̂
N

= 0.02 GeV2/fm and an
e↵ective temperature of an ideal quark gas with 3 quarks
within each nucleon at the nucleon density in a large
nucleus are used. It is an order of magnitude smaller
than that in A+A collisions at RHIC and LHC.
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FIG. 10. (Color online) The assumed temperature depen-
dence of the scaled jet transport parameter q̂/T 3 in di↵er-
ent jet quenching models for an initial quark jet with energy
E = 10 GeV. Values of q̂ at the center of the most central
A+A collisions at an initial time ⌧0 = 0.6 fm/c in HT-BW
and HT-M models are extracted from fitting to experimental
data on hadron suppression factor RAA at both RHIC and
LHC. In GLV-CUJET, MARTINI and McGill-AMY model, it
is calculated within the corresponding model with parameters
constrained by experimental data at RHIC and LHC. Errors
from the fits are indicated by filled boxes at three separate
temperatures at RHIC and LHC, respectively. The arrows
indicate the range of temperatures at the center of the most
central A+A collisions. The triangle indicates the value of
q̂N/T 3

e↵ in cold nuclei from DIS experiments.

There are recent attempts [92, 97] to calculate the jet
transport parameter in lattice gauge theories. A recent
lattice calculation [97] found that the non-perturbative
contribution from soft modes in the collision kernel can
double the value of the NLO pQCD result for the jet
transport parameter [98]. In the HT models such non-
perturbative contributions could be included directly in
the overall value of q̂. They can also be included in the
CUJET, MARTINI and McGill-AMY models by replac-
ing the HTL thermal theory or screened potential model
for parton scattering with parameterized collision kernels
that include both perturbative and non-perturbative con-
tributions.

One can also compare the above extracted values of q̂
to other nonperturbative estimates. Using the AdS/CFT
correspondence, the jet quenching parameter in a N = 4
supersymmetric Yang-Mills (SYM) plasma at the strong
coupling limit can be calculated in leading order (LO) as

q(t=0.6fm/c) ~ ^ 1.2 ± 0.3
1.9 ± 0.7

GeV2/fm T=370 MeV
T=470 MeV

Probes behave differently at 
RHIC and LHC

q̂ = Q2/L Q - mtm transfer to medium
L - path length
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Figure 1.9: Jet virtuality evolution at RHIC (left) and LHC (right). Vacuum contributions
to virtuality (blue dashed lines) decrease with time and medium induced contributions
(red dashed lines) increase as the parton scatters in the medium. The total virtuality (blue
solid lines) is the quadrature sum of the two contributions. At RHIC the medium induced
virtuality dominates by 2.5 fm/c while at the LHC the medium term does not dominate until
4.5 fm/c. From Ref. [41].
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FIG. 2: (Color online) Left panels show �0 RAA for 0-5% Au+Au collisions at
�

sNN=200 GeV and predictions from PQM [4], GLV [12],
WHDG [6], and ZOWW [7] models with (from top to bottom) �q̂� values of 0.3, 0.9, 1.2, 1.5, 2.1, 2.9, 4.4, 5.9, 7.4, 10.3, 13.2, 17.7, 25.0, 40.5,
101.4 GeV2/fm; dNg/dy values of 600, 800, 900, 1050, 1175, 1300, 1400, 1500, 1800, 2100, 3000, 4000; dNg/dy values of 500, 800, 1100, 1400,

1700, 2000, 2300, 2600, 2900, 3200, 3500, 3800; and �0 values of 1.08, 1.28, 1.48, 1.68, 1.88, 2.08, 2.28, 2.68, 3.08 GeV/fm. Red lines indicate the
best fit cases of (top) �q̂�= 13.2, (upper middle) dNg/dy = 1400, (lower middle) dNg/dy = 1400, and (bottom) �0 = 1.88 GeV/fm. Right panels

show RAA at pT = 20 GeV/c.

Figure 1.10: p0 RAA for central Au+Au collisions compared to PQM Model calculations [43,
44] for various values of hq̂i [45]. The red line corresponds to hq̂i = 13.2 GeV2/fm and is the
best fit to the data.

Jet quenching (i.e., the significant loss of energy for partons traversing the QGP) was
discovered via measurements at RHIC of the suppression of single hadron yields compared
to expectations from p+p collisions [46, 47]. Figure 1.10 [45] shows a comparison between
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sNN=200 GeV and predictions from PQM [4], GLV [12],
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Figure 1.10: p0 RAA for central Au+Au collisions compared to PQM Model calculations [43,
44] for various values of hq̂i [45]. The red line corresponds to hq̂i = 13.2 GeV2/fm and is the
best fit to the data.

Jet quenching (i.e., the significant loss of energy for partons traversing the QGP) was
discovered via measurements at RHIC of the suppression of single hadron yields compared
to expectations from p+p collisions [46, 47]. Figure 1.10 [45] shows a comparison between
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peratures reached in the most central Au+Au collisions
at RHIC, and 2.2±0.5 GeV2/fm at temperatures reached
in the most central Pb+Pb collisions at LHC. Values of q̂
in the hadronic phase are assumed to be proportional to
the hadron density in a hadron resonance gas model with
the normalization in a cold nuclear matter determined by
DIS data [81]. Values of q̂ in the QGP phase are consid-
ered proportional to T 3 and the coe�cient is determined
by fitting to the experimental data on R

AA

at RHIC and
LHC separately. In the HT-M model the procedure is
similar except that q̂ is assumed to be proportional to the
local entropy density and its initial value is q̂ = 0.89±0.11
GeV2/fm in the center of the most central Au+Au colli-
sions at RHIC, and q̂ = 1.29±0.27 GeV2/fm in the most
central Pb+Pb collisions at LHC (note that the values
of q̂ extracted in Sec IV are for gluon jets and therefore
9/4 times the corresponding values for quark jets). For
temperatures close to and below the QCD phase tran-
sition, q̂ is assumed to follow the entropy density, and
q̂/T 3 shown in Fig. 10 is calculated according to the pa-
rameterized EOS [96] that is used in the hydrodynamic
evolution of the bulk medium. In both HT approaches,
no jet energy dependence of q̂ is considered.

Considering the variation of the q̂ values between the
five di↵erent models studied here as theoretical uncer-
tainties, one can extract its range of values as constrained
by the measured suppression factors of single hadron
spectra at RHIC and LHC as follows:

q̂

T 3
⇡

⇢
4.6± 1.2 at RHIC,
3.7± 1.4 at LHC,

at the highest temperatures reached in the most central
Au+Au collisions at RHIC and Pb+Pb collisions at LHC.
The corresponding absolute values for q̂ for a 10 GeV
quark jet are,

q̂ ⇡
⇢

1.2± 0.3
1.9± 0.7

GeV2/fm at
T=370 MeV,
T=470 MeV,

at an initial time ⌧0 = 0.6 fm/c. These values are very
close to an early estimate [6] and are consistent with LO
pQCD estimates, albeit with a somewhat surprisingly
small value of the strong coupling constant as obtained
in CUJET, MARTINI and McGill-AMY model. The HT
models assume that q̂ is independent of jet energy in this
study. CUJET, MARTINI and McGill-AMY model, on
the other hand, should have a logarithmic energy depen-
dence on the calculated q̂ from the kinematic limit on the
transverse momentum transfer in each elastic scattering,
which also gives the logarithmic temperature dependence
as seen in Fig. 10.

As a comparison, we also show in Fig. 10 the value
of q̂

N

/T 3
eft in cold nuclei as extracted from jet quenching

in DIS [81] . The value of q̂
N

= 0.02 GeV2/fm and an
e↵ective temperature of an ideal quark gas with 3 quarks
within each nucleon at the nucleon density in a large
nucleus are used. It is an order of magnitude smaller
than that in A+A collisions at RHIC and LHC.
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FIG. 10. (Color online) The assumed temperature depen-
dence of the scaled jet transport parameter q̂/T 3 in di↵er-
ent jet quenching models for an initial quark jet with energy
E = 10 GeV. Values of q̂ at the center of the most central
A+A collisions at an initial time ⌧0 = 0.6 fm/c in HT-BW
and HT-M models are extracted from fitting to experimental
data on hadron suppression factor RAA at both RHIC and
LHC. In GLV-CUJET, MARTINI and McGill-AMY model, it
is calculated within the corresponding model with parameters
constrained by experimental data at RHIC and LHC. Errors
from the fits are indicated by filled boxes at three separate
temperatures at RHIC and LHC, respectively. The arrows
indicate the range of temperatures at the center of the most
central A+A collisions. The triangle indicates the value of
q̂N/T 3

e↵ in cold nuclei from DIS experiments.

There are recent attempts [92, 97] to calculate the jet
transport parameter in lattice gauge theories. A recent
lattice calculation [97] found that the non-perturbative
contribution from soft modes in the collision kernel can
double the value of the NLO pQCD result for the jet
transport parameter [98]. In the HT models such non-
perturbative contributions could be included directly in
the overall value of q̂. They can also be included in the
CUJET, MARTINI and McGill-AMY models by replac-
ing the HTL thermal theory or screened potential model
for parton scattering with parameterized collision kernels
that include both perturbative and non-perturbative con-
tributions.

One can also compare the above extracted values of q̂
to other nonperturbative estimates. Using the AdS/CFT
correspondence, the jet quenching parameter in a N = 4
supersymmetric Yang-Mills (SYM) plasma at the strong
coupling limit can be calculated in leading order (LO) as

q(t=0.6fm/c) ~ 

Different virtuality 
evolutions: 

How/when does 
parton become  
“aware” of medium

^ 1.2 ± 0.3
1.9 ± 0.7

GeV2/fm T=370 MeV
T=470 MeV

Probes behave differently at 
RHIC and LHC

q̂ = Q2/L Q - mtm transfer to medium
L - path length
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Other significant recent progress 
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S. Pratt et al PRL 114, 202301 (2015)

EoS constraints

Sophisticated multi-stage modeling 
   Fluctuating lumpy initial conditions  

Event-by-event calculations just as 
for real data

2004: 4ph/s <  10
2014: 4ph/s ≈ 1 - 2

h/s versus time 

1/4p

Bayesian multi-parameter fits  
Data prefer: 

 EoS determined by LQCD 
  IP-Glasma initial conditions 

Precision estimates of η/s 
approaching ever closer to lower 
bound  

- also as function of √sNN
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p-Pb : Constraining gluon (n)PDFs 
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Yen-Jie Lee (MIT)

Summary

19Dijet pseudorapidity in pp and pPb @ 5 TeV

EMC
Anti-shadowing

Shadowing

Shadowing

Anti-shadowing

• Precision measurements of dijet η in pp and pPb from CMS
• Data from pp collisions and NLO calculations are not in good agreement

• Ratios of pPb and pp reference: Reduce the dependence of the nPDF
extraction on the pp NLO calculation and experimental uncertainties

• Significant modifications of dijet η in pPb observed. The data in 
different pT

ave bins provide strong constraints on the (gluon) nPDF

CMS-PAS-HIN-16-003

Yen-Jie Lee (MIT)

Dijet η in pp vs. pT
ave (boosted to match pPb)

12Dijet pseudorapidity in pp and pPb @ 5 TeV

• NLO calculations with both and MMHT14 PDFs are too wide compared to data
• MMHT14 gives a slightly better description of pp data

Small Q2 ~ 1600

Large Q2

~ 4x104

CMS-PAS-HIN-16-003

Yen-Jie Lee (MIT)
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• NLO calculations with both and MMHT14 PDFs are too wide compared to data
• MMHT14 gives a slightly better description of pp data

Small Q2 ~ 1600

Large Q2

~ 4x104

CMS-PAS-HIN-16-003

Yen-Jie Lee (MIT)

Dijet η in pp vs. pT
ave (boosted to match pPb)

12Dijet pseudorapidity in pp and pPb @ 5 TeV

• NLO calculations with both and MMHT14 PDFs are too wide compared to data
• MMHT14 gives a slightly better description of pp data

Small Q2 ~ 1600

Large Q2

~ 4x104

CMS-PAS-HIN-16-003

CMS 
Prelim.

Precision measurements of ηdijet = (η1+η2)/2∝0.5 log(xp/xpB) + ηCM 

ηdijet   Theoretically:     can be calculated in pQCD 
Experimentally: “avoid” fragmentation and hadronization effects 

pTave   Access to Q2

Neither PDFs nor nPDFs gives good fit across whole range

Evidence of gluon modification in EMC region x>0.3

CMS-PAS-HIN-16-003
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R
D(z)

 in different jet p
T
 intervals

An enhancement of R
D(z)

 in the z region 0.3-0.8 for high p
T
 jest.

11

Shaded bands:  uncorrelated or partially correlated systematic errors.

Lines: the R
D(z) 

evaluated using extrapolation with HERWIG++ 

p
 +

 P
b

 /
 p

p

p+Pb measurement is compared to pp reference constructed based on 
extrapolation from 2.76 TeV pp data using Pythia MC.

ATLAS-CONF-2015-022

Update on the charged hadron R
pPb

Enhancement not present when interpolate reference 
replaced by 5 TeV data.

Talk by P. Balek

Minbias RpPb 
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Consistent with 
nPDF expectations

Hard Probes 2016 ALICE Overview X. Zhang
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ALI−PUB−105624

Small Systems 20

• Small systems

• pp collisions: QCD vacuum, baseline for heavy-ion and p–Pb collisions

• p–Pb collisions: quantify Cold Nuclear Matter (CNM) effects — nuclear 
modified PDF, kT-broadening coherent energy loss of partons in nuclear 
medium…
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ALICE Preliminary

ALI−PREL−81146

Charged particles |ηCMS|<0.3

Charged particle jets 
|η|<0.5 HF muons

2.5<yCMS<3.54, -4<yCMS<-2.96
ALICE Phys. Rev. Lett. 110 (2013) 082302

• RpPb consistent with unity — strong suppression observed in central Pb–Pb 
collisions at mid-rapidity and forward rapidity is due to the QCD medium

ALICE
Eur. Phys. J. C76 (2016) 271

Ta-Wei Wang (MIT), B meson production in HI collisions in CMS , Hard Probe 2016 (Wuhan, China)

B RpA

26

• pp reference: FONLL prediction (no pp data yet at this energy)
• Measurement of B+ B0 and B0s

• Function of pT

RFONLLpA vs pT of B0sRFONLLpA vs pT of B0RFONLLpA vs pT of B+

Phys. Rev. Lett. 116, 032301 (2016)

Nothing enormously unexpected is occurring!

Grazia Luparello HP2016 - Wuhan (China), 23 - 27 September 2016 

RpPb of electrons from open heavy-flavour hadron decays

6

๏ RpPb of electrons from decays of charm and beauty hadrons and from beauty hadrons only compatible 
with unity within uncertainties 

๏ Compatible with different models simulating cold nuclear matter effects and models considering final 
state effects in p-Pb collisions

Phys. Lett. B 754 (2016) 81-93 arXiv:1609.03898  

b (→c) → e 

P. Balek (ATLAS), A. Dubla (ALICE), M. Dumancic (ATLAS), 
T. Okubo (ALICE), B. Schmidt (LHCb), X. Zhu (LHCb)Z boson in pp and p+Pb systems 

•  Z boson production with decay via muon channels studied in pp 5TeV 
data 
•  Cross section in the fiducial volume of  66<Mµµ<116 GeV, |yZ|<2.5 is:  

                590±9 (stat.) ±11 (syst.) ±32 (lumi.) pb 
•  In good agreement with the NNLO calculation using the CT14 PDF: 

                               573.77+13.94
-15.96 pb 

•  RpPb extracted using the old p+Pb result and new pp reference data 
•  Enhancement in the Pb-going direction (negative yZ) and depletion in the p-going 

direction (positive yZ) – observation consistent with nPDF predictions 

Overview of ATLAS results, Sept 23rd, 2016 7 

ATLAS-CONF-2016-107 
Phys. Rev. C 92, 044915 (2015) 

See Mirta Dumancic’s talk 

Nuclear Modification Factor 𝑅p−Pbp0

25/09/2016 Tsubasa Okubo / Hard Probes 2016 12

• No reconstructed pp reference available for 𝑠 = 5.02 TeV
→ Using published p0 spectra in pp collisions at 𝑠 = 2.76 TeV and 𝑠 = 7 TeV for
interpolation with power law

• 𝑅p−Pbp0 is consistent with unity above 2 GeV/c and agrees with model predictions.

Prompt 𝐷0 nuclear modification factor in 𝑝Pb 

LHCb-CONF-2016-003 

•  Extrapolated 𝑝𝑝 data at 𝑠 = 5 TeV for reference  
•  Nuclear modification factor smaller at forward rapidity 
•  Measurements consistent with theoretical predictions 

X. Zhu, D0 production in LHCb, HP2016 12 

𝑝T < 8 GeV/𝑐 

2016/09/24 

Forward 
Backward 

MNR with CTEQ6M+EPS09NLO: Nucl. Phys. B373 (1992) 295, JHEP 10 (2003) 046, JHEP 04 (2009) 065 

D0
π0

z

h±
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Collectivity in pp and p-Pb

23

pp: 
No dependence on √s 
No dependence of event activity 

p-Pb: 
No dependence on √s 
Some dependence of event activity

Heavy quarks also reveal signal 
but v2µ < v2h 

Sufficient (re-)interactions to 
(partially) thermalize heavy quarks? 

ATLAS: CONF-2017-006

High multiplicity events lead to  
universal observation of  

long range collective phenomena



v2{2} and v2{4} in d+Au at lower beam energy 
•  Negative c2{4} measured at all energies  

→ measurable v2{4}down to 20 GeV! v2{2} and v2{4} in the d+Au beam energy scan
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79% confidence level that
 < 20trk is real for 10 < N{4}2v

PH ENIX
preliminary

v2{2} relatively constant with NFVTX

tracks

and collision energy

Observation of real v2{4} in d+Au at all energies!!!
Strong evidence for collectivity

R. Belmont, CU-Boulder PHENIX Plenary Session, 7 February 2017 - Slide 10

9 February 2017 Collectivity in small systems                    
Alice Ohlson (Uni Heidelberg) 16 

PHENIX	talk	by	R.	Belmont	

Darren McGlinchey — PHENIX Overview — 6 Feb 2017

v3 in d+Au 

5

Collective 
Dynamics

v3dAu < v3HeAu Qiao Xu 
6.1 - Wed 11:20

v2

v3

 [GeV/c]
T

p
0.5 1 1.5 2 2.5 3

nv

0

0.05

0.1

0.15

0.2
 = 200 GeVNNs0-5% 

 (PRL 115, 142301)3, v2He+Au v3

3, v2d+Au v
He+Au3SONIC 

SONIC d+Au
�� ����
����������	

Ordering consistent with 
expectations from initial geometry!

v2

v3

0-5% √s=200 GeV h±

Helen Caines  

Varying the small systems

24

Changing initial collision 
geometry changes vn as 
expected from models

v2 real down 
to 20 GeV

PHENIX:QM17

p+Au, d+Au and 3He+Au 
•  Change initial collision geometry by doing a system scan  
•  Similar v2 measured in p+Au, d+Au and 3He+Au, but v3 higher in 3He+Au Triangular flow at 200 GeV in different systems:

insights about the role of preflow

14

v2 in d/3He+ Au
Nearly identical  

v3 smaller in  d+ Au  

See talk by Qiao Xu: Wed 11:20 , Session 6.1

9 February 2017 Collectivity in small systems                    
Alice Ohlson (Uni Heidelberg) 10 

Quark Matter 2017 Qiao Xu

Motivation

Run15 Run16/Run8 Run14

• v
2
(3HeAu) ~ v

2
(dAu) 

> v
2
(pAu) ~ v

2
(pAl)

• v
3
(3HeAu) > v

3
(dAu) 

1

• Does initial geometry play a role?
RHIC geometry control experiments:change projectile/target

2nd and 3rd order harmonics
2nd and 3rd order harmonics

2nd order harmonics

Quark Matter 2017 Qiao Xu

Charged v
2
 Comparison between systems

11

• v
2
(3HeAu) ~ v

2
(dAu) > v

2
(pAu) ~ v

2
(pAl)

• Geometry control works!

PHENIX	talk	by	Q.	Xu	

No signs of “rapid” onset in √s or mult.
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Our Long Range Plan

25

41

DOE Shown Heavy Ion TimelineContinues as a vibrant field with wide ranging international support

New detectors 
being designed 
and built NOW!

New accelerator 
facilities being 
designed and 
built NOW!

sPHENIX, Forward upgrades at STAR, upgrades at LHC, FAIR, 
NICA, EIC



Helen Caines  

Spares
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The timeline of a heavy-ion collision
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!!kT
2"=0, 0.2, and 0.3 GeV2, respectively. Again, this com-

pares well with the calculation of intermediate-mass dilep-
tons in Ref. [42], where the Drell-Yan contribution was
found to exceed the thermal one at M""#2 GeV (note that
the Cronin effect is expected to be less pronounced for
quarks than for gluons, and thus will affect the Drell-Yan
process less than prompt photons).

C. RHIC and LHC

At collider energies the space-time evolution of the ex-
panding QGP and hadronic fireball is expected to change in
several respects. First, higher energies entail larger charged
particle multiplicities per unit rapidity, dNch/dy. In central
Au+Au collisions at full RHIC energy $%s=200A GeV& ex-
periments have found [60,61] about a factor of 2 increase as
compared to maximum SPS energy $%s=17.3A GeV&. Ex-
trapolations into the LHC regime $%s=5500A GeV& suggest
another factor of up to '4 enhancement over the RHIC re-
sults.
Second, the net baryon content at midrapidity decreases,

implying small baryon chemical potentials at chemical
freeze-out, e.g., "B#25 MeV at RHIC-200. At the same
time, the observed production of baryon-antibaryon pairs
strongly rises, resulting in total rapidity densities for baryons
at RHIC that are quite reminiscent of the situation at SPS
energies [62]. This observation not only necessitates the ex-
plicit conservation of antibaryon-number between chemical
and thermal freeze-out [44] (see above), but also requires to
evaluate baryonic photon sources with the sum of the baryon
and antibaryon density (strong and e.m. interactions are CP
invariant).
Third, the transverse expansion (i.e., flow velocity) in-

creases by about 20% from SPS to RHIC (presumably fur-
ther at LHC), whereas the total fireball lifetime does not
appear to change much. The latter, however, is likely to in-
crease at LHC, due the significantly larger system sizes to-
wards thermal freeze-out.
All these features are readily implemented [44,63] into

the thermal fireball description employed for SPS energies
above. In addition, the primordial pQCD component changes
its xt-scaling behavior [45] which is accounted for by replac-
ing the parametrization Eq. (16) by Eq. (17). For simplicity
we here refrain from introducing a nuclear kT broadening,
which is expected to be much less pronounced (and/or com-
pensated by shadowing corrections) at collider energies. First
data on high-pt hadron production in d-Au collisions at %s
=200 GeV [64–66] indeed indicate only a comparatively
small enhancement of around 20–30% over the spectra mea-
sured in p-p collisions.
Our photon predictions for full RHIC energy are summa-

rized in Fig. 12.
The thermal component has been evaluated with a typical

formation time #0=1/3 fm/c as used before in dilepton [63]
and charmonium [58] applications (it is also consistent with
hydrodynamic approaches that correctly reproduce the ellip-
tic flow measurements which are particularly sensitive to the
early phases, see Ref. [67] for a recent review). One notes
that the spectrum decomposes into essentially three regimes:

at low energies, q0$1 GeV, the major source are still ther-
mal hadrons, whereas at high energies, q0%3 GeV, prompt
pQCD photons dominate. The intermediate region, 1$q0
$3 GeV, appears to be a promising window to be sensitive
for thermal QGP radiation. The latter has been calculated
assuming chemically equilibrated quark- and gluon-densities
throughout. It is conceivable, however, that the early QGP
phases are gluon dominated, i.e., with quark fugacities much
smaller than one (even the gluon fugacities could be re-
duced). In this case, on the one hand, the photon emissivities
at given temperature are severely suppressed. On the other
hand, if most of the total entropy is produced sufficiently
early, smaller fugacities imply larger temperatures, thus in-
creasing the photon yield. The interplay of these effects has
been studied for dilepton production in Ref. [63], where it
has been found that the net effect consists of a slight hard-
ening of the QGP emission spectrum with a pivot point at
M#3 GeV. For photons the situation might be even more
favorable due to the participation of gluons in their produc-
tion (e.g., g+q→g&, as opposed to leading order qq→ee for
dileptons).
We finally turn to the LHC, cf. Fig. 13. According to our

estimates, assuming a formation time of 0.11 fm/c (translat-
ing into Ti#850 MeV for dNch/dy#3000), the QGP win-
dow extends significantly further in transverse momentum
than under RHIC conditions, cf. left panel of Fig. 13, al-
though this feature is sensitive to: (i) the formation time, (ii)
a possible chemical undersaturation of the QGP, and (iii)
nuclear effects on the initial pQCD yield. The transition from
HG to QGP dominated emission occurs again close to qt
=1 GeV. In the right panel of Fig. 13 we illustrate the sen-
sitivity of the thermal spectra with respect to the produced
charged particle multiplicity within our schematic fireball
evolution model. For simplicity, we assumed the same for-
mation time and expansion parameters for both Nch=3000
and 2000. We then find that the total integrated photon yield

FIG. 12. (Color online) Integrated photon emission spectra from
central Au+Au collisions at RHIC. Short-dashed line, pQCD pho-
tons from primordial N-N collisions; dashed-dotted line, thermal
QGP radiation; long-dashed line, thermal hadron gas emission; and
solid line, total direct photon yield.

SIMON TURBIDE, RALF RAPP, AND CHARLES GALE PHYSICAL REVIEW C 69, 014903 (2004)

014903-10

Direct photon production in Pb-Pb ALICE Collaboration
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Fig. 5: (Color online) Direct photon spectra in Pb–Pb collisions at √sNN = 2.76 TeV for the 0-20% (scaled by a
factor 100), the 20-40% (scaled by a factor 10) and 40-80% centrality classes compared to NLO pQCD predictions
for the direct photon yield in pp collisions at the same energy, scaled by the number of binary nucleon collisions
for each centrality class.

the space-time evolution of the medium. In order to extract the slope parameter, a pT region is selected
where the contribution of prompt direct photons is small. The pQCD contribution from the calculation
by Paquet et al. [59], shown as a dashed line in Fig. 5, is subtracted and the remaining excess yield
is fit with an exponential function ∝ exp(−pT/Teff). The extracted inverse slope parameter is Teff =
(297± 12stat± 41syst)MeV in the range 0.9 < pT < 2.1 GeV/c for the 0–20% class and Teff = (410±
84stat±140syst)MeV in the range 1.1< pT < 2.1 GeV/c for the 20–40% class. Alternatively, to estimate
the sensitivity to the pQCD photon contribution, the slope was extracted without the subtraction of pQCD
photons. This yields inverse slopes of T nosubtreff = (304± 11stat ± 40syst)MeV for the 0–20% class and
T nosubtreff = (407±61stat±96syst)MeV for the 20–40% class. The dominant contribution to the systematic
uncertainty of the inverse slopes is due to the type B uncertainties.

A significant contribution of blueshifted photons from the late stages of the collision evolution with high
radial flow velocities has to be taken into account [22, 63]. This makes the relation between the medium
temperature and the inverse slope parameter less direct and a comparison to full direct photon calcu-
lations including the photons emitted during the QGP and hadron gas phase is necessary to extract the
initial temperature. A comparison to state-of-the-art direct photon calculations is shown in Fig. 6. All
shown models assume the formation of a QGP. The hydrodynamic models, which fold the space-time
evolution with photon production rates, use QGP rates from Ref. [64] and equations of state from lattice

12

ALICE 
PLB 754 (2016) 235-248

Helen Caines  

Early conditions: Temperature

28

Theory well developed

 QGP dominates:1< pT < 3 GeV/c

Direct Photons: 
• no charge or color          → don’t interact with medium 
• emitted over all lifetime  → convolution of all T

Turbide et al. PRC 69 014903 (2004)
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2"=0, 0.2, and 0.3 GeV2, respectively. Again, this com-

pares well with the calculation of intermediate-mass dilep-
tons in Ref. [42], where the Drell-Yan contribution was
found to exceed the thermal one at M""#2 GeV (note that
the Cronin effect is expected to be less pronounced for
quarks than for gluons, and thus will affect the Drell-Yan
process less than prompt photons).

C. RHIC and LHC

At collider energies the space-time evolution of the ex-
panding QGP and hadronic fireball is expected to change in
several respects. First, higher energies entail larger charged
particle multiplicities per unit rapidity, dNch/dy. In central
Au+Au collisions at full RHIC energy $%s=200A GeV& ex-
periments have found [60,61] about a factor of 2 increase as
compared to maximum SPS energy $%s=17.3A GeV&. Ex-
trapolations into the LHC regime $%s=5500A GeV& suggest
another factor of up to '4 enhancement over the RHIC re-
sults.
Second, the net baryon content at midrapidity decreases,

implying small baryon chemical potentials at chemical
freeze-out, e.g., "B#25 MeV at RHIC-200. At the same
time, the observed production of baryon-antibaryon pairs
strongly rises, resulting in total rapidity densities for baryons
at RHIC that are quite reminiscent of the situation at SPS
energies [62]. This observation not only necessitates the ex-
plicit conservation of antibaryon-number between chemical
and thermal freeze-out [44] (see above), but also requires to
evaluate baryonic photon sources with the sum of the baryon
and antibaryon density (strong and e.m. interactions are CP
invariant).
Third, the transverse expansion (i.e., flow velocity) in-

creases by about 20% from SPS to RHIC (presumably fur-
ther at LHC), whereas the total fireball lifetime does not
appear to change much. The latter, however, is likely to in-
crease at LHC, due the significantly larger system sizes to-
wards thermal freeze-out.
All these features are readily implemented [44,63] into

the thermal fireball description employed for SPS energies
above. In addition, the primordial pQCD component changes
its xt-scaling behavior [45] which is accounted for by replac-
ing the parametrization Eq. (16) by Eq. (17). For simplicity
we here refrain from introducing a nuclear kT broadening,
which is expected to be much less pronounced (and/or com-
pensated by shadowing corrections) at collider energies. First
data on high-pt hadron production in d-Au collisions at %s
=200 GeV [64–66] indeed indicate only a comparatively
small enhancement of around 20–30% over the spectra mea-
sured in p-p collisions.
Our photon predictions for full RHIC energy are summa-

rized in Fig. 12.
The thermal component has been evaluated with a typical

formation time #0=1/3 fm/c as used before in dilepton [63]
and charmonium [58] applications (it is also consistent with
hydrodynamic approaches that correctly reproduce the ellip-
tic flow measurements which are particularly sensitive to the
early phases, see Ref. [67] for a recent review). One notes
that the spectrum decomposes into essentially three regimes:

at low energies, q0$1 GeV, the major source are still ther-
mal hadrons, whereas at high energies, q0%3 GeV, prompt
pQCD photons dominate. The intermediate region, 1$q0
$3 GeV, appears to be a promising window to be sensitive
for thermal QGP radiation. The latter has been calculated
assuming chemically equilibrated quark- and gluon-densities
throughout. It is conceivable, however, that the early QGP
phases are gluon dominated, i.e., with quark fugacities much
smaller than one (even the gluon fugacities could be re-
duced). In this case, on the one hand, the photon emissivities
at given temperature are severely suppressed. On the other
hand, if most of the total entropy is produced sufficiently
early, smaller fugacities imply larger temperatures, thus in-
creasing the photon yield. The interplay of these effects has
been studied for dilepton production in Ref. [63], where it
has been found that the net effect consists of a slight hard-
ening of the QGP emission spectrum with a pivot point at
M#3 GeV. For photons the situation might be even more
favorable due to the participation of gluons in their produc-
tion (e.g., g+q→g&, as opposed to leading order qq→ee for
dileptons).
We finally turn to the LHC, cf. Fig. 13. According to our

estimates, assuming a formation time of 0.11 fm/c (translat-
ing into Ti#850 MeV for dNch/dy#3000), the QGP win-
dow extends significantly further in transverse momentum
than under RHIC conditions, cf. left panel of Fig. 13, al-
though this feature is sensitive to: (i) the formation time, (ii)
a possible chemical undersaturation of the QGP, and (iii)
nuclear effects on the initial pQCD yield. The transition from
HG to QGP dominated emission occurs again close to qt
=1 GeV. In the right panel of Fig. 13 we illustrate the sen-
sitivity of the thermal spectra with respect to the produced
charged particle multiplicity within our schematic fireball
evolution model. For simplicity, we assumed the same for-
mation time and expansion parameters for both Nch=3000
and 2000. We then find that the total integrated photon yield

FIG. 12. (Color online) Integrated photon emission spectra from
central Au+Au collisions at RHIC. Short-dashed line, pQCD pho-
tons from primordial N-N collisions; dashed-dotted line, thermal
QGP radiation; long-dashed line, thermal hadron gas emission; and
solid line, total direct photon yield.
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Fig. 5: (Color online) Direct photon spectra in Pb–Pb collisions at √sNN = 2.76 TeV for the 0-20% (scaled by a
factor 100), the 20-40% (scaled by a factor 10) and 40-80% centrality classes compared to NLO pQCD predictions
for the direct photon yield in pp collisions at the same energy, scaled by the number of binary nucleon collisions
for each centrality class.

the space-time evolution of the medium. In order to extract the slope parameter, a pT region is selected
where the contribution of prompt direct photons is small. The pQCD contribution from the calculation
by Paquet et al. [59], shown as a dashed line in Fig. 5, is subtracted and the remaining excess yield
is fit with an exponential function ∝ exp(−pT/Teff). The extracted inverse slope parameter is Teff =
(297± 12stat± 41syst)MeV in the range 0.9 < pT < 2.1 GeV/c for the 0–20% class and Teff = (410±
84stat±140syst)MeV in the range 1.1< pT < 2.1 GeV/c for the 20–40% class. Alternatively, to estimate
the sensitivity to the pQCD photon contribution, the slope was extracted without the subtraction of pQCD
photons. This yields inverse slopes of T nosubtreff = (304± 11stat ± 40syst)MeV for the 0–20% class and
T nosubtreff = (407±61stat±96syst)MeV for the 20–40% class. The dominant contribution to the systematic
uncertainty of the inverse slopes is due to the type B uncertainties.

A significant contribution of blueshifted photons from the late stages of the collision evolution with high
radial flow velocities has to be taken into account [22, 63]. This makes the relation between the medium
temperature and the inverse slope parameter less direct and a comparison to full direct photon calcu-
lations including the photons emitted during the QGP and hadron gas phase is necessary to extract the
initial temperature. A comparison to state-of-the-art direct photon calculations is shown in Fig. 6. All
shown models assume the formation of a QGP. The hydrodynamic models, which fold the space-time
evolution with photon production rates, use QGP rates from Ref. [64] and equations of state from lattice
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Fig. 6: (Color online) Comparison of model calculations from Refs. [59–62] with the direct photon spectra in
Pb–Pb collisions at √sNN = 2.76 TeV for the 0–20% (scaled by a factor 100), the 20–40% (scaled by a factor
10) and 40–80% centrality classes. All models include a contribution from pQCD photons. For the 0–20% and
20–40% classes the fit with an exponential function is shown in addition.

QCD. All models include the contribution from pQCD photons, however, different parameterizations are
used. The model of van Hees et al. [60] is based on ideal hydrodynamics with initial flow (prior to ther-
malization) [65]. The photon production rates in the hadronic phase are based on a massive Yang-Mills
description of gas of π , K, ρ , K∗, and a1 mesons, along with additional production channels (including
anti-/baryons) evaluated with the in-medium ρ spectral function [19]. Bremsstrahlung from π–π and K–
K̄ is also included [66], in the calculation shown here together with π–ρ–ω channels recently described
in Ref. [67]. The space-time evolution starts at τ0 = 0.2 fm/c with temperatures T0 = 682, 641, 461 MeV
for the 0–20%, 20–40%, and 40–80% classes, respectively, at the center of the fireball. The calculation
by Chatterjee et al. [61, 68] is based on an event-by-event (2+1D) longitudinally boost invariant ideal
hydrodynamic model with fluctuating initial conditions. An earlier prediction with smooth initial con-
ditions was presented in Ref. [69]. Hadron gas rates are taken from the massive Yang-Mills approach
of Ref. [19]. Bremsstrahlung from hadron scattering is not included. The hydrodynamic evolution in
the model of Chatterjee et al. starts at τ0 = 0.14 fm/c with an average temperature at the center of the
fireball of T0 ≈ 740 MeV for the 0–20% class and T0 ≈ 680 MeV for the 20–40% class. The calculation
by Paquet et al. [59] uses event-by-event (2+1D) longitudinally boost invariant viscous hydrodynamics
[70] with IP-Glasma initial conditions [71]. Viscous corrections were applied to the photon production
rates [59, 72, 73]. The same hadron gas rates as described above for the calculation by van Hees et al.
are used. The hydrodynamic evolution starts at τ0 = 0.4 fm/c with an initial temperature (averaged over
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Early conditions: Temperature

28

Theory well developed

 QGP dominates:1< pT < 3 GeV/c

Direct Photons: 
• no charge or color          → don’t interact with medium 
• emitted over all lifetime  → convolution of all T

Teff ~ 300 MeV

Turbide et al. PRC 69 014903 (2004)
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Directed flow of protons and 
pions at 𝒔𝑵𝑵 = 4.5 GeV

• Proton flow is “positive”
• Pion flow is “negative”
• p+ flow twice that of p-
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Directed Flow v1 Results 
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1)  Mid-rapidity net-proton dv1/dy 
published in 2014 by STAR, 
except the point at 14.5 GeV 

2)  Minimum at √sNN = 14.5 GeV for 
net-proton, but net-Kaon data 
continue decreasing as energy 
decreases 

3)  At low energy, or in the region 
where the net-baryon density is 
large, repulsive force is 
expected, v1 slope is large and 
positive!  

 - M. Isse, A. Ohnishi et al, PR C72, 064908(05) 

 - Y. Nara, A. Ohnishi, H. Stoecker, arXiv: 1601.07692   

First order phase transition?

29

Net-proton isolates directed flow of 
transported baryons: 

Double sign change in dv1/dy 

Not seen in net-kaons 

Results not yet reproduced by theory 
Softening of EoS ?

Beam energy baryon dv1/dy trend 
complex interplay of: 

v1 baryons transported from beam 

v1 from pair production

Low √s : slope v1(baryons) positive 
              slope v1 (mesons) negative
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Coalescence Parameters vs. Collision Energy

� ,9 decrease with collision energy. A minimum around sGG� = 20 GeV:
change of EOS?!

� ,9 ! values are systematically lower than that of ,9(!) implying emitted source of 
anti-baryons is larger than those of baryons

Ning Yu, Quark Matter 2017

arXiv:1410.2559
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Stalling of the expansion?

30

Softening of EoS?

PRC 92 014904 (2015)  
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Light Nuclei
� Light (anti)nuclei with small binding energy, such as ! and !̅ (# = 2.2

MeV) are formed through final-state coalescence.
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� Light nuclei may serve as probes of space-momentum density and
correlation of nucleons at freeze-out. 
László P. Csernai, Joseph I. Kapusta Phys. Reps, 131,223(1986)
B. Monreal and et. al. PRC60,031901(1999),PRC60,051902(1999)
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 B2 minimum (V maximum) √sNN  ~ 20 GeV 

Sign of entering compressed baryonic 
matter regime?

d final state coalescence access to 
nucleon freeze-out volume

2017/2/3 3

Light Nuclei Formation in HI Collisions
� Light (anti)nuclei with small binding energy ($), such as ! and !̅ with binding

energy $ = 2.2 MeV, are formed via final-state coalescence
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� Light nuclei may serve as probes of space-momentum density and correlation of 
nucleons at freeze-out. We will focus on ! (!̅) in this talk.

László P. Csernai, Joseph I. Kapusta Phys. Reps, 131,223(1986)
B. Monreal, et. al. PRC60,031901(1999), PRC60,051902(1999)
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FIG. 7. (Color online) (Top) The difference between the squared
transverse HBT radii are plotted as a function of the collision energy
for STAR and ALICE measurements of the most central heavy ion
collisions. (Bottom) The ratio of the out and side HBT radii for
STAR and ALICE are plotted for the same collisions. In both cases,
statistical errors are shown by solid error bars. Systematic errors are
shown only for the data at mT = 0.33 GeV (mT = 0.38 GeV) for
STAR (ALICE); systematic errors are common for all mT cuts. The
systematic errors are driven by two-track cuts that are common to
all STAR energies and so are drawn only for the

√
sNN = 62.4-GeV

data.

on the algorithm used [22]. Calculations that rely strictly
on freeze-out distributions and bypass calculation of the
momentum-space correlation function, often yield HBT radii
that are much too large, whereas the ratios between them are
closer to experimental values [22,67].

In the hydrodynamic calculation of Rischke and Gyulassy,
which included flow, Rout/Rside exhibited a peak as the energy
density of the system nears the threshold of a first-order phase
transition or rapid crossover transition [63]. This ratio is shown
in the bottom panel of Fig. 6 for the world’s data set. A small
peaking behavior in the STAR data is obscured by the historical
SPS and AGS data. The excitation function is clearer if the
STAR and ALICE data are viewed separately, as seen in the
bottom panel of Fig. 7 [68]. For all mT ranges, the ratio peaks
at

√
sNN ≈ 20 GeV.

It is not unreasonable to examine the RHIC and LHC data on
their own. Femtoscopic techniques, including various methods
for accounting for the Coulomb repulsion between the pions,
have evolved over time [22]; STAR and ALICE use the Bowler-
Sinyukov formalism [54,55], which affects particularly the
outward radius [33]. Furthermore, the detector acceptance and
two-track efficiency change as a function of collision energy
in a fixed-target experiment, which can complicate detection
of a subtle trend in an observable with

√
sNN. Midrapidity

measurement with collider experiments such as STAR and
ALICE are performed with uniform coverage independent
of collision energy. Finally, systematic errors vary from one
experiment to another. While the systematic error on Rout/Rside
(shown as a gray band in Fig. 7) is significant, it is common
for all

√
sNN, so the peak in the ratio is statistically significant.

The peak in R2
out − R2

side and Rout/Rside is intriguing,
especially because it occurs around a collision energy where
several other observables [69–72] show nontrivial trends
that may indicate a change in the underlying physics at
these energies. However, conclusive interpretation of the
femtoscopic data presented here must await comparison with
theoretical calculations.

The value of Rlong has been related to the kinetic freeze-out
temperature, T , and lifetime, τ , of the system by the relation
[23,73,74]

Rlong = τ

√
T

mT

K2(mT /T )
K1(mT /T )

, (18)

where K1(mT /T ) and K2(mT /T ) are modified Bessel func-
tions. The kinetic freeze-out temperature is not expected to
change much with

√
sNN. Therefore, the rise of Rlong suggests

that the total lifetime of the system is increasing with energy.
At the end of this section Eq. (18) is used to extract τ as a
function of

√
sNN given certain assumptions.

The systematic errors for STAR points at all energies (from
Table II) are of similar size to error bar for 39 GeV, shown as
a representative example. Errors on other results are statistical
only to emphasize the trend.

Figure 8 shows the ⟨mT ⟩ dependence of the HBT param-
eters for each energy. As mentioned earlier, the decrease in
transverse and longitudinal radii at higher mT are attributed
to transverse and longitudinal flow [23,66]. Larger mT pairs
are emitted from smaller emission regions with less correspon-
dence to the size of the entire fireball. For both Rout and Rside the
different beam energies show similar trends in both magnitude
and slope. For Rlong, the slopes appear to remain similar for
the different energies, but the magnitude of Rlong increases
with energy for all centralities. From these observations, and

014904-13
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transverse HBT radii are plotted as a function of the collision energy
for STAR and ALICE measurements of the most central heavy ion
collisions. (Bottom) The ratio of the out and side HBT radii for
STAR and ALICE are plotted for the same collisions. In both cases,
statistical errors are shown by solid error bars. Systematic errors are
shown only for the data at mT = 0.33 GeV (mT = 0.38 GeV) for
STAR (ALICE); systematic errors are common for all mT cuts. The
systematic errors are driven by two-track cuts that are common to
all STAR energies and so are drawn only for the

√
sNN = 62.4-GeV

data.

on the algorithm used [22]. Calculations that rely strictly
on freeze-out distributions and bypass calculation of the
momentum-space correlation function, often yield HBT radii
that are much too large, whereas the ratios between them are
closer to experimental values [22,67].

In the hydrodynamic calculation of Rischke and Gyulassy,
which included flow, Rout/Rside exhibited a peak as the energy
density of the system nears the threshold of a first-order phase
transition or rapid crossover transition [63]. This ratio is shown
in the bottom panel of Fig. 6 for the world’s data set. A small
peaking behavior in the STAR data is obscured by the historical
SPS and AGS data. The excitation function is clearer if the
STAR and ALICE data are viewed separately, as seen in the
bottom panel of Fig. 7 [68]. For all mT ranges, the ratio peaks
at

√
sNN ≈ 20 GeV.

It is not unreasonable to examine the RHIC and LHC data on
their own. Femtoscopic techniques, including various methods
for accounting for the Coulomb repulsion between the pions,
have evolved over time [22]; STAR and ALICE use the Bowler-
Sinyukov formalism [54,55], which affects particularly the
outward radius [33]. Furthermore, the detector acceptance and
two-track efficiency change as a function of collision energy
in a fixed-target experiment, which can complicate detection
of a subtle trend in an observable with

√
sNN. Midrapidity

measurement with collider experiments such as STAR and
ALICE are performed with uniform coverage independent
of collision energy. Finally, systematic errors vary from one
experiment to another. While the systematic error on Rout/Rside
(shown as a gray band in Fig. 7) is significant, it is common
for all

√
sNN, so the peak in the ratio is statistically significant.

The peak in R2
out − R2

side and Rout/Rside is intriguing,
especially because it occurs around a collision energy where
several other observables [69–72] show nontrivial trends
that may indicate a change in the underlying physics at
these energies. However, conclusive interpretation of the
femtoscopic data presented here must await comparison with
theoretical calculations.

The value of Rlong has been related to the kinetic freeze-out
temperature, T , and lifetime, τ , of the system by the relation
[23,73,74]

Rlong = τ

√
T

mT

K2(mT /T )
K1(mT /T )

, (18)

where K1(mT /T ) and K2(mT /T ) are modified Bessel func-
tions. The kinetic freeze-out temperature is not expected to
change much with

√
sNN. Therefore, the rise of Rlong suggests

that the total lifetime of the system is increasing with energy.
At the end of this section Eq. (18) is used to extract τ as a
function of

√
sNN given certain assumptions.

The systematic errors for STAR points at all energies (from
Table II) are of similar size to error bar for 39 GeV, shown as
a representative example. Errors on other results are statistical
only to emphasize the trend.

Figure 8 shows the ⟨mT ⟩ dependence of the HBT param-
eters for each energy. As mentioned earlier, the decrease in
transverse and longitudinal radii at higher mT are attributed
to transverse and longitudinal flow [23,66]. Larger mT pairs
are emitted from smaller emission regions with less correspon-
dence to the size of the entire fireball. For both Rout and Rside the
different beam energies show similar trends in both magnitude
and slope. For Rlong, the slopes appear to remain similar for
the different energies, but the magnitude of Rlong increases
with energy for all centralities. From these observations, and
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(R2out - R2side) sensitive to emission duration 

 Maximum at √sNN  ~ 20 GeV 

N. Yu QM2017
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Disappearance of QGP? 
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Several standard 
signals disappear 
at √s < 15 GeV

High pT 
suppression gone 

B-M v2 separation gone

ϕ v2 ~ 0

7.7 GeV

11.5 GeV

27 GeV

PRC 93 (2016) 14907
S.Horvat QM2015

STAR
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Figure 5: Three selected observables that all show
interesting non-monotonic behavior as functions
of collision energy around

p
sNN ⇠ 15�20 GeV.

Top panel: R

2
out

�R

2
side

, measured via two-pion
interferometry by STAR [82], PHENIX [83], and
ALICE [84], reflects the lifetime of the collision
fireball. R

2
out

�R

2
side

was predicted [85] to reach a
maximum for collisions in which the hydrodynamic
fluid forms at temperatures where the equation of
state is softest.
Middle panel: The rapidity-slope of the net pro-
ton directed flow v1, dv1/dy. This quantity is
sensitive to early pressure fields in the medium.
Bottom panel: The kurtosis of the event-by-
event distribution of the net proton (i.e. proton
minus antiproton) number per unit of rapidity,
normalized such that Poisson fluctuations give a
value of 1. In central collisions, published results
in a limited kinematic range [86] show a drop be-
low the Poisson baseline around

p
sNN =27 and

19.6 GeV. New preliminary data over a larger p

T

range [87], although at present with substantial
uncertainties, hint that the normalized kurtosis
may, in fact, rise above 1 at lower

p
sNN, as ex-

pected from critical fluctuations [88]. The grey
band shows the much reduced uncertainties an-
ticipated from BES-II in 2018-2019, for the 0-5%
most central collisions.

would be a landmark achievement. The first goals of the BES program, however, relate to obtaining a
quantitative understanding of the properties of matter in the crossover region of the phase diagram as it
changes with increasing µ

B

. Available tools developed over the last few years now make a quantitative
comparison between theory and experiment tractable in the µ

B

-range below any QCD critical point.
Success in this, in and of itself, would constitute a major and lasting impact of the RHIC program.
Questions that can be addressed in this regime include quantitative study of the onset of various signatures
associated with the presence of quark-gluon plasma and of the onset of chiral symmetry restoration as one
traverses the crossover region. Data now in hand from BES-I provide key inputs and impetus toward this
goal. Here we give four examples, intended to be illustrative, of areas where a coherent experimental
and theoretical e↵ort is expected to have substantial impact on our understanding of QCD. In each case
we also note the substantial impact expected from the additional measurements anticipated during the
BES-II:

1. The directed flow observable dv1/dy for net protons has been found to feature a dip as a function of
collision energy (see middle panel in Fig. 5), with a minimum at energies somewhere between

p
sNN = 11.5

and 19.6 GeV [89]. This has long been predicted in qualitative terms as a consequence of the softening of
the equation of state in the transition region of the phase diagram [90,91]. Several theoretical groups
around the world have now begun hydrodynamic calculations with nonzero baryon density, deploying all the
sophistication that has been developed very recently in the analysis of higher energy collisions, including
initial fluctuations and a hadronic afterburner, in applications to these lower energy collisions. These

18
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A lot is happening around 20 GeV
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Hard to 
believe  this 

is a 
conspiracy of 

different 
underlying 

causes

February 5-11 Alexander Schmah - Quark Matter 2017 14 

Rapidity Correlations in BES 
Sedigheh Jowzaee, 
Tue 17:30 

•  Two particle correlation pion pairs 
•  Charge independent new ridge structure  
  observed at around 19.6 and 27 GeV 
  ! no ridge at higher/lower energies 

  Central HI Collisions  
E864/E866/E877/NA49/PHENIX/STAR



BES-I ! BES-II 
More Statistics 

!  BES-I exploratory scan 
was carried out to shed 
light on these questions 
!  Indications of  a CP with 

8 < √SNN < 20 GeV 
!  How can we capitalize 

on these results? 
!  More data 

!  Electron cooling 
!  RHIC Luminosity 

upgrade 
!  Needed for lower 

energies 
!  Many results statistics 

limited 
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Improving on current data

33

Current low energy data:  
Hints that at low √s  

QGP turns off 
   Ordered phase transition 
   Critical Point 

Future data: 
Examine regions of interest 
Maximizing fraction particles 
measured 
Probe lower √s  
High(er) luminosities 
Change species

Turn trends and features 
into definitive conclusions
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RPC    

q 2002–2009: light A+A, p+p, n+p, p+A
q 2011–2014: Au+Au, p-induced reactions
q 2018–2020: FAIR phase 0
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µB (MeV) 560 - 
230

850 - 
670 790 720 - 

210
750 - 
330

780 - 
400

850 - 
490

√sNN
(GeV) 4.9-17.3 2-3.5 2.4 3-19.6 2.7-11 2.7-8.2 2-6.2

Facility SPS NICA SIS-18 RHIC NICA SIS-100 J-PARC 
HI

Experiment NA61/
SHINE FXT HADES STAR MPD CBM

Start Year 2009 2017 2018 2019 2020 2022 2025

Physics CP & 
Onset

Dense 
Baryon

Dense 
Baryon

CP and 
Onset

Onset & 
Dense 
Baryon

Onset & 
Dense 
Baryon

Onset & 
Dense 
Baryon

Helen Caines  

Planned low energy running

34

Expect wealth of new insights over next ~5 years
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BES-II: Vorticity and Initial B-field 

35

BES-I: First measurement of Λ Global Polarization

Unique measurement of B 
Significant input to CME/CVE 

interpretations

10-40%

EPD: 
 Improved EP resolution 

BES-II: 3σ effect

Vortical + Magnetic Contributions: 
Current data barely stat. significant 

BES-II
BES-II + EPD

10-40%



QCD Phase Diagram Bedangadas Mohanty
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Figure 3: (Color online) (a) Nuclear modification factor RAA of charged hadrons measured by ALICE [29]
and CMS [30] experiments at midrapidity. Also shown the RAA of charged hadrons at midrapidity measured
by STAR [35] and RAA of π0 at midrapidity measured by PHENIX [28]. (b) Comparison of nuclear modifi-
cation factor for charged hadrons versus pT at midrapidity for minimum bias collisions in d+Au collisions
at √sNN = 200 GeV [35] and p+Pb collisions at

√sNN = 5.02 TeV [36]. (c) The nuclear modification fac-
tor versus pT for isolated photons in central nucleus-nucleus collisions at

√sNN = 200 GeV [37] and 2.76
TeV [38]. Also shown are the RAA ofW± [39] and Z bosons [40] at LHC energies. The boxes around the
data denote pT -dependent systematic uncertainties. The systematic uncertainties on the normalisation are
shown as boxes at RAA = 1.

hot and dense medium of color charges is formed in A+A collisions at RHIC and LHC. In Fig. 3(c),
we show the RAA of particles than do not participate in strong interactions and some of them are
most likely formed in the very early stages of the collisions. These particles (photon [37, 38],
W± [39] and Z [40] bosons) have a RAA ∼ 1, indicating that the RAA < 1, observed for hadrons in
A+A collisions, are due to the strong interactions in a dense medium consisting of color charges.

4. Crossover line

4.1 Theory estimates

The quark-hadron transition at µB = 0 is a crossover [9] and one of the important aspects
of the phase diagram is to trace out the crossover temperature as we increase µB. Besides the
actual value of the curvature of the crossover line a particularly interesting question is whether the
transition becomes weaker or stronger as µB grows (does it lead to a real phase boundary ?) and
how close it is to the chemical freeze-out line. A recent lattice estimate is shown in Fig. 4 [41]. Two
crossover lines are defined with two quantities, the chiral condensate and the strange quark number
susceptibility. The width of the bands represent the statistical uncertainty of Tc(µ) for the given µ
coming from the error of the curvature for both observables. The dashed line is the freeze-out curve
from heavy ion experiments [42]. It appears that the freeze-out line is quite close to the transition
line for a large range of values of µB. The right panel of Fig. 4 shows the estimates of chemical
freeze-out temperature (Tch) and µB using a statistical model from the RHIC BES program [43].
One observes interesting dependence of Tch vs. µB unfolding at lower beam energies.

5
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Strong suppression of high pT particles

36

High pT hadrons: 

at RHIC:  from quarks 
at LHC:    from gluons  
 

Light quarks and gluons strongly coupled to the medium
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Di-jet imbalance AJ Au-Au 0-20% R=0.4 

37

Anti-kT R=0.4, pT,1>20 GeV & pT,2>10 GeV with pTcut>2 GeV/c

|AJ|

Preliminary

Sys. Uncertainties: 
- tracking eff. 6%  
- tower energy 
  scale 2% 

Au-Au di-jets more imbalanced than p-p for pTcut>2 GeV/c
Au-Au AJ ~ p-p AJ for matched di-jets (R=0.4) 

Ev
en

t F
ra

ct
io

n

p-value<10-5  

(stat. error only)

p-value~0.8  
(stat. error only)

AJ =
pLead
T � pSubLead

T

pLead
T � pSubLead

T
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PHENIX

Where does the energy go?

38

“Lost” hard particles emerge 
as multiple soft particles

γ-hadron correlations 
γ - Energy calibration 
IAA as function of “cone R”  

arXiv:1212.3323  

ATLAS-CONF-2012-115 

|Δφ-π| < π/6      |Δφ-π| < π/3      |Δφ-π| < π/2 

E remains correlated to jet 
axis but at large angles 
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Hard Probes 2016 ALICE Overview X. Zhang
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ALI−PUB−92985

Particle production vs. Event Multiplicity
21

ALI-PUB-106878

pp at 7 TeV

• Open question for strangeness production at 
the LHC — onset of QCD-phase transition in 
small system?

ALICE
JHEP 09 (2015) 148

ALICE arXiv:1606.07424

Strangeness saturation in pp?

39

O. Busch (ALICE)

Steep rise in strangeness yields per π 
as function of event activity 

Strong function of strangeness content 

Trend in pp same as that in p+Pb with 
smooth transition to Pb+Pb 

Not reproduced by models  

Is this increase dependent on pT and/or 
event activity definition as for HF?
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HF production versus event activity

40

G. Luparello (ALICE)

HF Electron vs. Multiplicity!

07/01/2016 Rongrong Ma, sQM 2016 9 

•  New measurements for production of HF decayed electron 
–  Mid-rapidity multiplicity: stronger-than-linear 
–  Backward multiplicity:  linear 

•  Different from pp collision ! role of CNM, Ncoll 
•  No significant change for pT > 4 GeV/c (>50% b->e contribution) 

Heavy Flavor Yield vs. Multiplicity!

07/01/2016 Rongrong Ma, sQM 2016 7 

•  Self-normalized heavy-flavor 
yield increases stronger-than-
linearly than event multiplicity 
–  Interplay between soft and hard 

processes 
•  Similar trend is observed at 

RHIC and LHC 
–  Fundamental underlying 

mechanism. MPI? 
•  Models on the markets 

–  Percolation: high energy 
density suppresses soft more 
than hard processes 

–  EPOS3+hydro: is it applicable 
at RHIC? 

–  PYTHIA8: strong dependence 
on tunes 

ALICE: 
PLB 712 (2012) 165 
JEHP 09 (2015) 148 
Model: 
PRC 86 (2012) 034903   

STAR preliminary 

Self normalized yields grows faster than event 
activity at both LHC and RHIC 

Soft vs hard processes competing? 
MPI at work?

Also seen in p+Pb 
NPE show no difference above/below 4 GeV/c 

b behaves like c 

Results depend on where event activity measured 
Physics or ill defined reference?

pp

p+Pb p+Pb



System Size and Shape Dependence of Anisotropic Flow

Niseem Magdy, for the STAR Collaboration

Abstract

In this work, we studied the first three flow harmonics, 𝑣1𝑒𝑣𝑒𝑛 , 𝑣2 𝑎𝑛𝑑 𝑣3,  as a function of mean multiplicity,  ⟨Mult⟩, in U+U, Au+Au, Cu+Au, Cu+Cu, d+Au and 
p+Au collisions at 𝑠𝑁𝑁~200 GeV. The measurements confirm the impacts of initial geometry (shape and dimensionless size) on the flow harmonics. Such an effect 
is consistent with the dispersion relation for sound propagation in the hot and dense medium created in these collisions. Our measurements indicate that 𝑣1𝑒𝑣𝑒𝑛 𝑎𝑛𝑑 𝑣3
are system independent and the scaled 𝑣2 shows a common trend for all systems.  

References
[1] arXiv:1305.3341, Roy A. Lacey, A. Taranenko, J. Jia, et al.
[2] PRC84 034908 (2011) P.Staig and E.Shuryak
[3] arXiv:1601.06001, Roy A. Lacey,, et al.
[4] PRC 86, 014907 (2012), ATLAS  Collaboration 

STAR Detector

Uniform acceptance in |𝜼| < 1

Final-state ansatz
¾ The 𝑣𝑛 measurements are sensitive to 𝜀𝑛, 𝑅𝑇 and 

η
s
, ζ
s
, … [1-2].

¾ Acoustic ansatz 
9 Sound attenuation in the viscous matter reduces the 

magnitude of 𝑣𝑛[1].

¾ Anisotropic flow attenuation;
𝒗𝒏
𝜺𝒏

∝ 𝒆−𝜷 𝒏𝟐 ,  𝜷 ∝ 𝜼
𝒔

𝟏
𝑹 𝑻

+ ⋯

¾ From macroscopic entropy considerations (𝑹𝑻)𝟑 ∝
𝒅𝑵
𝒅𝜼

[3].

𝒍𝒏
𝒗𝒏
𝜺𝒏

∝ 𝐚
𝜼
𝒔

𝒅𝑵
𝒅𝜼

−𝟏
𝟑

𝒍𝒏 𝒗𝒏 ∝ 𝐚
𝜼
𝒔

𝒅𝑵
𝒅𝜼

−𝟏
𝟑
+ 𝐥𝐧 𝜺𝒏

Scaling out the system size 𝒅𝑵
𝒅𝜼

and shape (𝜺𝒏)

should give similar transport coefficient 𝜼
𝒔

(i.e. 
similar 𝑣𝑛) for different systems (final-state effect).

Conclusion

¾ The two-particle correlation technique has been used to study 𝑣1𝑒𝑣𝑒𝑛, 𝑣2 𝑎𝑛𝑑 𝑣3 as a function of ⟨Mult⟩ for 
U+U, Au+Au, Cu+Au, Cu+Cu, d+Au and p+Au collisions at 𝑠𝑁𝑁~200 GeV.

¾ At the same size (⟨Mult⟩), 𝑣1𝑒𝑣𝑒𝑛 𝑎𝑛𝑑 𝑣3 are system independent, while 𝑣2 is system dependent. 

¾ The scaled 𝑣2 shows a common trend for all systems.

Correlation function
¾Two particle correlation function 
𝐶r Δ𝜑 used in this analysis 

𝐶𝑟 Δ𝜑 =
𝑑𝑁/𝑑Δ𝜑(𝑠𝑎𝑚𝑒)
𝑑𝑁/𝑑Δ𝜑(𝑚𝑖𝑥)

¾ Non-flow signals, as well as some 
residual detector effects suppressed 
with |Δ𝜂| > 0.7 cut.

For n > 1,

𝑣𝑛n 𝑝𝑇𝑎, 𝑝𝑇𝑡 = 𝑣n 𝑝𝑇𝑎 𝑣𝑛(𝑝𝑇𝑡 )

For n = 1,

𝑣11 𝑝𝑇𝑎, 𝑝𝑇𝑡 = 𝑣1𝑒𝑣𝑒𝑛 𝑝𝑇𝑎 𝑣1𝑒𝑣𝑒𝑛 𝑝𝑇𝑡 − 𝐶 𝑝𝑇𝑎 𝑝𝑇𝑡

C is the momentum conservation parameter 
𝐶 ∝ 1

⟨Mult⟩⟨𝑝𝑇2⟩
[4].

𝒗𝟐/𝝐𝟐 𝒗𝒔 < 𝑴𝒖𝒍𝒕 >

𝒗𝐧 𝒗𝒔 ⟨Mult⟩

The measurements of 𝑣1𝑒𝑣𝑒𝑛, 𝑣2 𝑎𝑛𝑑 𝑣3 as a function of ⟨Mult⟩ for  U+U, Au+Au, Cu+Au, Cu+Cu, 
d+Au and p+Au collisions at 𝑠𝑁𝑁~200 GeV. For the same ⟨Mult⟩ or size, 𝑣1𝑒𝑣𝑒𝑛 𝑎𝑛𝑑 𝑣3 are system 

independent, while 𝑣2 is system dependent. 

¾ The eccentricity-scaled 𝑣2 as a function of 
⟨Mult⟩−1/3 for U+U, Au+Au, Cu+Au, Cu+Cu, 
d+Au and p+Au collisions at 𝑠𝑁𝑁~200 GeV. 

¾ The scaled 𝑣2 shows a common trend for all 
systems.  

Motivation
¾ Is the observed anisotropy in ion−ion collision a

final- or initial- state effect?
¾ STAR collectd data for different systems;

𝐀𝐮 + 𝐀𝐮 𝑼 + 𝐔 C𝐮 + 𝐀𝐮 C𝐮 + 𝑪𝐮 d+𝐀𝐮 p+𝐀𝐮
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Evidence of collective motion in high 
multiplicity p-p, p-Pb, He3-Au, p-Au,     
p-Al, and d-Au 
Some trends fit with those from A-A 
Magnitude reduces with √sNN  

limited evidence at 19.6 GeV

Darren McGlinchey — PHENIX Overview — 6 Feb 2017

Small System Collectivity

4

 arXiv:1609.02894

Collective 
Dynamics

Qiao Xu 
6.1 - Wed 11:20

v2 ordering: 
p+Au < d+Au ~ 3He+Au

PRL 115 (2015), 142301
PRL 114 (2015), 192301

0-5% √s=200 GeV h±


