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from inclusive di-hadron production
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Outline  (very simple..)

first extraction of transversity PDF 
from a global fit of semi-inclusive data 

SIDIS                            p-p collisions
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lepton lepton
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e+e− proton

proton
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PRELIMINARY !
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all three PDFs needed for a complete description  
of proton (spin) structure at leading order

transversity distribution flips helicity (chiral-odd) 
→ suppressed in inclusive DIS
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Transversity   poorly   known   

  f1  from fits of  
thousands data

g1  from fits of   
hundreds data

h1  from fits of  
tens data

slide from H.Montgomery,  
QCD Evolution 2016

World data for F2
p World data for g1

p World data for h1
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  1st Mellin moment of transversity  ⇒  tensor “charge”

But  transversity  is  interesting !

 tensor charge not directly accessible in LSM  
 low-energy footprint of new physics at higher scales ? 

Example:  neutron β−decay   n → p e− νe

β-decays and BSM physics

Ten effective couplings

E << Λ

1/Λ2  GF ~ g2Vij/Mw2 ~1/v2

• In the SM,  W exchange (V-A, universality)
β-decays and BSM physics

Ten effective couplings

E << Λ

1/Λ2  GF ~ g2Vij/Mw2 ~1/v2

• In the SM,  W exchange (V-A, universality)

SM BSM

εT gT ≈ MW
2 / MBSM

2

precision of 0.1%  ⇒  [3-5] TeV bound for BSM scale 
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extraction  from  1-hadron-inclusive  data  

SIDIS  e+e−  

p-p↑  

proton

lepton

positron
1 pion

electron

1 pion

h1 ⌦ H?
1

H?
1

f1 ⌦ h1 ⌦ H?
1

1 pion

e+e1&mul<plici<es&
&

double&goal:&
&

1&pin&down&flavor&dependence&in&TMD&FFs&
1&get&info&on&the&non1perturba<ve&evolu<on&

&

6/10/14& Andrea&Signori&1&VU/Nikhef& 16&

hermes

Access TMDs through Hard Processes 

Partonic scattering amplitude 

Fragmentation amplitude 

Distribution amplitude 

proton 

lepton lepton 

pion 
Drell-Yan 

BNL!
JPARC!FNAL!

proton 

proton lepton 

antilepton 

EIC 

SIDIS 

electron 

positron 

pion 

pion 

e–e+ to pions 
1 1(SIDIS) (DY)h h⊥ ⊥= −

BESIII 

1 1(SIDIS) (DY)q q
T Tf f⊥ ⊥= −

17
Drell-Yan Programs 

Lattice QCD Impacts Diverse 
Experimental Program in NP

3

Friday, May 22, 2015

Lattice QCD Impacts Diverse 
Experimental Program in NP

3

Friday, May 22, 2015
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extraction  from  1-hadron-inclusive  data  

SIDIS  e+e−  

p-p↑  

proton

lepton

positron
1 pion

electron

1 pion

h1 ⌦ H?
1

H?
1

f1 ⌦ h1 ⌦ H?
1

1 pion

Collins effect

quark

correlation ST and PhT  → azimuthal asymmetry

PhT

framework
TMD

factorization
PhT ≪ Q

Collins,  
N.P. B396 (93) 161
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extraction  from  1-hadron-inclusive  data  

SIDIS  e+e−  

p-p↑  

proton

lepton
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1 pion

electron

1 pion

h1 ⌦ H?
1

H?
1

f1 ⌦ h1 ⌦ H?
1

1 pion

Collins effect

quark

correlation ST and PhT  → azimuthal asymmetry

PhT

framework
TMD

factorization
PhT ≪ Q

only one 
hard scale PhT
factorization

not yet proved
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extraction  from  1-hadron-inclusive  data  

SIDIS  e+e−  

p-p↑  

proton

lepton

positron
1 pion

electron

1 pion

h1 ⌦ H?
1

H?
1

f1 ⌦ h1 ⌦ H?
1

1 pion

TMD evolution 
connects   h1  &   H1⏊

at different scales
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extraction  from  1-hadron-inclusive  data  

SIDIS  e+e−  

p-p↑  

proton

lepton

positron
1 pion

electron

1 pion

h1 ⌦ H?
1

H?
1

f1 ⌦ h1 ⌦ H?
1

1 pion

Torino 
group  

……. 
Anselmino et al.,  
P.R. D87 (13) 094019
Anselmino et al.,  
P.R. D92 (15) 114023

Kang, Prokudin,
Sun, Yuan includes effects from  

TMD evolution

Kang et al.,  
P.R. D93 (16) 014009

h1(x, pT ) = h1(x)
1

⇡hp2T i
e

�p2
T /hp2

T i

DGLAP no evolution



Transversity from Collins effect 
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FIG. 27. (a) Comparison of extracted transversity (solid lines and shaded region) Q2 = 2.4 GeV2 with Torino-Cagliari-JLab
2013 extraction [17] (dashed lines and shaded region).
(b) Comparison of extracted transversity (solid lines and shaded region) at Q2 = 2.4 GeV2 with Pavia 2015 extraction [18]
(shaded region).
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FIG. 28. Comparison of extracted Collins fragmentation functions (solid lines) at Q2 = 2.4 GeV2 with Torino-Cagliari-JLab
2013 extraction [17] (dashed lines and shaded region).

much better determined by the existing data, as one can see from Fig. 28 that the functions at Q2 = 2.4 GeV2 are
compatible within error bands. The unfavored fragmentation functions are different, however those functions are not
very well determined by existing experimental data.
We also compare the tensor change from our and other extractions in Fig. 29. The contribution to tensor charge

of Ref. [18] is found by extraction using the so-called dihadron fragmentation function that couples to collinear
transversity distribution. The corresponding functions have DGLAP type evolution known at LO and were used in
Ref. [18]. The results plotted in Fig. 29 corresponds to our estimates of the contribution to u-quark and d-quark in
the region of x [0.065, 0.35] at Q2 = 10 GeV2 at 68% C.L. (label 1) and the contribution to u-quark and d-quark in
the same region of x and the same Q2 using the so-called flexible scenario, αs(M2

Z) = 0.125, of Ref. [18]. One can
see that our extraction has an excellent precision for both u-quark and d-quark. The fact that the central values and
errors of extracted tensor charges are in a good agreement in both methods, ours and Ref. [18], is very positive and
allows for future investigations of transversity including all available data in a global fit.
Our results compare well with extractions from Ref. [17]. Even though correct TMD evolution was not used in

Ref. [17] the effects of DGLAP evolution of collinear distributions were taken into account and the resulting fit is of
good quality, χ2/d.o.f. = 0.8 for the so-called standard parametrization of Collins fragmentation functions. In fact
the probability that the model of Ref. [17] correctly describes the data is P (0.8 ∗ 249, 249) = 99%. The tensor charge
was estimated at 95% C.L. using two different parametrizations for Collins fragmentation functions, the so-called
standard parametrization that utilized similar to our parametrization and the polynomial parametrization. In Fig. 30
we compare our results with calculations from Ref. [17] at 95% C.L. at Q2 = 0.8 GeV2 and calculations at 68 % at
Q2 = 1 GeV2 of Ref. [18]. Even though we compare tensor charge at different values of Q2 its evolution is quite slow,
so the good agreement of all three methods is a good sign. We conclude that tensor charge perhaps is very stable with
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Q2=112 GeV2

FIG. 6: Our best fit results for the valence u and d quark transversity distributions at Q

2 = 2.4 GeV2 (left panel) and for
the lowest p? moment of the favoured and disfavoured Collins functions at Q

2 = 2.4 GeV2 (central panel) and at Q

2 = 112
GeV2 (right panel). The solid lines correspond to the parameters given in Table I, while the shaded areas correspond to the
statistical uncertainty on these parameters, as explained in the text.
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FIG. 7: Comparison of our reference best fit results (red, solid lines) for the valence u and d quark transversity distributions
(left panel) and for the lowest p? moment of the favoured and disfavoured Collins functions (right panel), at Q

2 = 2.4 GeV2,
with those from our previous analysis [11] (blue, dashed lines).

kernel, similarly to what is done for the transversity function, as suggested in Refs. [42, 43]. The results we obtain
show a slight deterioration of the fit quality, with a global �2

d.o.f. increasing from 0.84 to 1.20. Although this is still
an acceptable result, one may wonder whether this is a genuine e↵ect of the chosen evolution model or, rather, a
byproduct of the functional form adopted for the Collins function parameterisation.

We have therefore exploited a di↵erent parameterisation based on a polynomial form. In principle, the polynomial
could be of any order. We have started by using an order zero polynomial, then increased it to order one and,
subsequently, to order two. In doing so, we have seen that the quality of the fit improves remarkably when going from
order zero to order one (i.e. from 2 to 4 free parameters) but it stops improving when further increasing to higher
orders. We therefore choose a first order polynomial form, which has the added advantage of depending on the same
number of free parameters as the standard parameterisation of Eqs. (11) and (12).

We consider generic combinations of fixed order Bernstein polynomials (see, for example, Ref. [44]) as they o↵er a
relatively straightforward way to keep track of the appropriate normalisation:

NC
i (z) = aiP01

(z) + biP11

(z) i = fav, dis (41)

where P
01

(z) = (1� z) and P
11

(z) = z are Bernstein polynomials of order one. Notice that by constraining the four
free parameters in such a way that �1  ai  +1 and �1  bi  +1, the Collins function automatically fulfils its
positivity bounds, as in the standard parameterisation. The Collins function will be globally modelled as shown in
Eqs. (6) and (8), with NC

fav

(z) and NC
dis

(z) as given in Eq. (41).

Kang et al.,  
P.R. D93 (16) 014009

Anselmino et al.,  
P.R. D87 (13) 094019

recent TO update

Anselmino et al.,  
P.R. D92 (15) 114023

very compatible
no sensitivity to evolution
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SIDIS  e+e−  

p-p↑  

proton

lepton

positron
2 pions

electron
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2 pions

H^
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f1 ⇥ h1 ⇥ H^
1

h1 H^
1

extraction  from  2-hadron-inclusive  data  

hermes

run 2006
Adamczyk et al. (STAR),  
P.R.L. 115 (2015) 242501

Airapetian et al.,  
JHEP 0806 (08) 017

Adolph et al., P.L. B713 (12)

Braun et al., E.P.J. Web Conf. 85 (15) 02018
Vossen et al.,  
P.R.L. 107 (11) 072004
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SIDIS  e+e−  

p-p↑  

proton

lepton

positron
2 pions

electron

2 pions

2 pions
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h1 H^
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extraction  from  2-hadron-inclusive  data  

Ph

Ph = P1+P2 
2R = P1-P2

quark

ΦR

2RT

correlation ST and RT  → azimuthal asymmetry

Collins, Heppelman, Ladinsky,  
N.P. B420 (94)
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SIDIS  e+e−  

p-p↑  

proton

lepton

positron
2 pions

electron

2 pions

2 pions

H^
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f1 ⇥ h1 ⇥ H^
1

h1 H^
1

extraction  from  2-hadron-inclusive  data  

Ph

Ph = P1+P2 
2R = P1-P2

quark

ΦR

2RT

correlation ST and RT  → azimuthal asymmetry
framework
collinear

factorization
RT ≪ Q

survives to  
polar  

symmetry  
(  ∫ dPhT  )
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SIDIS  e+e−  
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proton
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electron

2 pions

2 pions

H^
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f1 ⇥ h1 ⇥ H^
1

h1 H^
1

extraction  from  2-hadron-inclusive  data  

DGLAP evolution 
connects   h1  &   H1

∢

at different scales

Artru & Collins, Z.Phys. C69 (96) 277     
Boer, Jakob, Radici, P.R.D67 (03) 094003 

Jaffe, Jin, Tang, P.R.L.80 (98) 1166  
Radici, Jakob, Bianconi, P.R.D65 (02) 074031 
Bacchetta & Radici, P.R. D67 (03) 094002

Ceccopieri, Radici, Bacchetta, P.L.B650 (07) 81

Bacchetta & Radici, P.R. D70 (04) 094032
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group  

Bacchetta, Courtoy, Radici,  
JHEP 1303 (13) 119

Bacchetta, Courtoy, Radici,  
P.R.L. 107 (11) 012001

Radici et al.,  
JHEP 1505 (15) 123

fit with 
SIDIS + e+e−
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FIG. 27. (a) Comparison of extracted transversity (solid lines and shaded region) Q2 = 2.4 GeV2 with Torino-Cagliari-JLab
2013 extraction [17] (dashed lines and shaded region).
(b) Comparison of extracted transversity (solid lines and shaded region) at Q2 = 2.4 GeV2 with Pavia 2015 extraction [18]
(shaded region).
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FIG. 28. Comparison of extracted Collins fragmentation functions (solid lines) at Q2 = 2.4 GeV2 with Torino-Cagliari-JLab
2013 extraction [17] (dashed lines and shaded region).

much better determined by the existing data, as one can see from Fig. 28 that the functions at Q2 = 2.4 GeV2 are
compatible within error bands. The unfavored fragmentation functions are different, however those functions are not
very well determined by existing experimental data.
We also compare the tensor change from our and other extractions in Fig. 29. The contribution to tensor charge

of Ref. [18] is found by extraction using the so-called dihadron fragmentation function that couples to collinear
transversity distribution. The corresponding functions have DGLAP type evolution known at LO and were used in
Ref. [18]. The results plotted in Fig. 29 corresponds to our estimates of the contribution to u-quark and d-quark in
the region of x [0.065, 0.35] at Q2 = 10 GeV2 at 68% C.L. (label 1) and the contribution to u-quark and d-quark in
the same region of x and the same Q2 using the so-called flexible scenario, αs(M2

Z) = 0.125, of Ref. [18]. One can
see that our extraction has an excellent precision for both u-quark and d-quark. The fact that the central values and
errors of extracted tensor charges are in a good agreement in both methods, ours and Ref. [18], is very positive and
allows for future investigations of transversity including all available data in a global fit.
Our results compare well with extractions from Ref. [17]. Even though correct TMD evolution was not used in

Ref. [17] the effects of DGLAP evolution of collinear distributions were taken into account and the resulting fit is of
good quality, χ2/d.o.f. = 0.8 for the so-called standard parametrization of Collins fragmentation functions. In fact
the probability that the model of Ref. [17] correctly describes the data is P (0.8 ∗ 249, 249) = 99%. The tensor charge
was estimated at 95% C.L. using two different parametrizations for Collins fragmentation functions, the so-called
standard parametrization that utilized similar to our parametrization and the polynomial parametrization. In Fig. 30
we compare our results with calculations from Ref. [17] at 95% C.L. at Q2 = 0.8 GeV2 and calculations at 68 % at
Q2 = 1 GeV2 of Ref. [18]. Even though we compare tensor charge at different values of Q2 its evolution is quite slow,
so the good agreement of all three methods is a good sign. We conclude that tensor charge perhaps is very stable with

Kang et al. 2016  <->  Pavia 2015

linear 
scale

Q2=2.4 GeV2

Radici et al.,  
JHEP 1505 (15) 123

Anselmino et al., 2013

Kang et al., 2016

Soffer 
bound

68% uncertainty bands



comparison with Collins effect
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FIG. 27. (a) Comparison of extracted transversity (solid lines and shaded region) Q2 = 2.4 GeV2 with Torino-Cagliari-JLab
2013 extraction [17] (dashed lines and shaded region).
(b) Comparison of extracted transversity (solid lines and shaded region) at Q2 = 2.4 GeV2 with Pavia 2015 extraction [18]
(shaded region).
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FIG. 28. Comparison of extracted Collins fragmentation functions (solid lines) at Q2 = 2.4 GeV2 with Torino-Cagliari-JLab
2013 extraction [17] (dashed lines and shaded region).

much better determined by the existing data, as one can see from Fig. 28 that the functions at Q2 = 2.4 GeV2 are
compatible within error bands. The unfavored fragmentation functions are different, however those functions are not
very well determined by existing experimental data.
We also compare the tensor change from our and other extractions in Fig. 29. The contribution to tensor charge

of Ref. [18] is found by extraction using the so-called dihadron fragmentation function that couples to collinear
transversity distribution. The corresponding functions have DGLAP type evolution known at LO and were used in
Ref. [18]. The results plotted in Fig. 29 corresponds to our estimates of the contribution to u-quark and d-quark in
the region of x [0.065, 0.35] at Q2 = 10 GeV2 at 68% C.L. (label 1) and the contribution to u-quark and d-quark in
the same region of x and the same Q2 using the so-called flexible scenario, αs(M2

Z) = 0.125, of Ref. [18]. One can
see that our extraction has an excellent precision for both u-quark and d-quark. The fact that the central values and
errors of extracted tensor charges are in a good agreement in both methods, ours and Ref. [18], is very positive and
allows for future investigations of transversity including all available data in a global fit.
Our results compare well with extractions from Ref. [17]. Even though correct TMD evolution was not used in

Ref. [17] the effects of DGLAP evolution of collinear distributions were taken into account and the resulting fit is of
good quality, χ2/d.o.f. = 0.8 for the so-called standard parametrization of Collins fragmentation functions. In fact
the probability that the model of Ref. [17] correctly describes the data is P (0.8 ∗ 249, 249) = 99%. The tensor charge
was estimated at 95% C.L. using two different parametrizations for Collins fragmentation functions, the so-called
standard parametrization that utilized similar to our parametrization and the polynomial parametrization. In Fig. 30
we compare our results with calculations from Ref. [17] at 95% C.L. at Q2 = 0.8 GeV2 and calculations at 68 % at
Q2 = 1 GeV2 of Ref. [18]. Even though we compare tensor charge at different values of Q2 its evolution is quite slow,
so the good agreement of all three methods is a good sign. We conclude that tensor charge perhaps is very stable with
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neutron β-decay <—> isovector tensor charge   

 status  of  gTu-d

lattice

Q2 = 4 GeV2 

10) SoLID 2016  
   pseudo-data based  
   on 2) Kang et al. 2016 
  Q2 = 10

Ye et al., P.L. B767 (17) 91

current most stringent constraints  
on BSM tensor coupling from  

π+ → e+νeγ and neutron β-decay is
|εT gT| ≲  5×10-4

Bychkov et al. (PIBETA), P.R.L. 103 (09) 051802
Pattie et al., P.R. C88 (13) 048501

Bhattacharya et al., P.R. D92 (15)
Green et al., P.R. D86 (12)

Bali et al., P.R. D91 (15)

Aoki et al., P.R. D82 (10)

Abdel-Rehim et al., P.R.D92 (15);  
                        E  P.R.D93 (16)

1) Radici et al. 2015 

2) Kang et al. 2016  
   Q2 = 10 
3) Anselmino et al. 2013 

    Q2 = 0.8

4) PNDME ‘15
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6) RQCD ‘14
7) RBC-UKQCD

8) ETMC ’15
9)    “      “
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Conclusions  

• first global fit of di-hadron inclusive data leading to 
extraction of transversity in collinear framework 
(PRELIMINARY!)

• inclusion of STAR p-p↑ data increases precision of extracted 
transversity up and makes transversity down more 
compatible with one from Collins effect (with respect to our 
previous extraction from SIDIS + e+e− data only)

• tensor charge useful for low-energy explorations of BSM 
new physics ⇒ precision is an issue

N.B.  to this goal, need dσ0 for e+e− and p-p to constrain  
         di-hadron fragm. funct. D1, particularly for gluons
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minimization  of  p-p matrix  element  

 dσ ~ dσ0 + sin(ΦS-ΦR) dσUT

d�UT

d⌘ d|PT | dM
= |SBT | 2 |PT |
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Bacchetta & Radici, P.R. D70 (04) 094032

5-dimensional integral 
( <η>bin, PT, M, xa, xb ) 
+ evolution in each PT

for each set of parameters 
chosen by MINUIT

for each replica

AUT =
d�UT

d�0

AUT (η)  →

need a super-computer !
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usual trick:  use Mellin transform 
                        &  anti-transform
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for each η bin, pre-compute integrals on contour

Im N

Re Npoles of h1
N

CN

this speeds up convergence 
and facilitates  ∫ dN , provided 
that h1

N is known analytically



minimization  of  p-p matrix  element  
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opposite  convergence criteria

approximation:  
- pre-compute integrals on CN 
- compute Mellin transform on ĈN

ĈN

ĈN  = CN   for  Re N ≥ 1.7

numerical Mellin transform


