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CT14 Parton distributions
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✦ Last major release on general-purpose PDFs, CT14 NNLO/NLO sets 
including alternative αs series and nf=3, 4, 6 [1506.07443]

D0 W-electron asymmetry data 
superseded by the new one with 
full luminosity; combined HERA 
charm production, H1 FL data in 
NC DIS

more flexible parametrization for 
gluon, d/u at large-x, both d/u 
and dbar/ubar at small-x, 28 
eigenvectors comparing to 25 for 
CT10

early LHC Run I data on W/Z 
charged lepton rapidity and 
asymmetry; inclusive jet 
production from ATLAS and CMS  x
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CT14 remains as our official 
sets for general purpose use



Beyond CT14 nominal sets
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✦ Progress have been made on studies of specialized sets, effects of new 
HERA data with CT14 setups, and towards the new CT17 family 

CT14 QEDinc PDFs, models and constraints on photon PDFs, [1509.02905] 

CT14 MC PDFs, replicas for certain applications (talk by J. Gao), [1607.06066] 

CT14 HERA2 PDFs, effects of combined HERA1+2 data, [1609.07968] 

CT14 IC PDFs, fitted charm component (talk by M. Guzzi), [1704.xxxxx] 

CT17 preliminary fits and related, [17xx.xxxx] 



CT17p — data to be included
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✦ Previous LHC and HERA 1 data included in CT14 will be superseded 
by updated Run 1 and HERA 1+2 data; adding new LHC data, 
especially on Z boson pT and top quark differential distributions

Combined HERA1+2 DIS [1506.06042]    update   

LHCb 7 TeV Z, W muon rapidity dist. [1505.07024]    update 

LHCb 8 TeV Z rapidity dist. [1503.00963]    update 

ATLAS 7 TeV inclusive jet [1410.8857]    update 

CMS 7 TeV inclusive jet (extended y range)[1406.0324]    update 

ATLAS 7 TeV Z pT dist. [1406.3660]   new 

LHCb 13 TeV Z rapidity dist. [1607.06495]    update 

CMS 8 TeV Z pT and rapidity dist. (double diff.) [1504.03511]   new 

CMS 8 TeV W, muon asymmetry dist. [1603.01803]   update 

ATLAS 7 TeV W/Z, lepton(s) rapidity dist. [1612.03016]   update 

CMS 7,8 TeV tT differential distributions   new 

ATLAS 7,8 TeV tT differential distributions   new 



✦ CT14-like fits with HERA1 data replaced by HERA2 data (Run I and II 
combined)
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CT14 HERA2 PDFs

NLO
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FIG. 2: Dependence of χ2/Npts (upper left), χ2
re/Npts (upper right), and R2 penalty (lower panel) for HERA2 data

on the statistical weight assigned to the HERA2 data ensemble; the PDFs are refitted for each weight.

modest fractional increase for x around 0.1 to 0.2, as the HERA2 weight increases; and the down antiquark

PDF has a similar increase for x around 0.3. In contrast to the up and down flavors, the strange quark PDF

is reduced relative to CT14. The reduction of s(x,Q0) is mainly caused by freeing the parameter a1(s). But,

as we weight the HERA2 data more heavily, s(x,Q0) decreases even further.

III. IMPACT OF DATA SELECTION CUTS ON THE FIT TO HERA2 DATA

The HERA2 publication [10] found that both HERAPDF2.0 PDFs and χ2 values depend significantly on

the choice of Qcut, the minimum value of the four-momentum-transfer Q in the HERA2 analysis. In this

section we explore the impact of variations of Qcut on the CT14HERA2 global analysis.

We perform multiple fits of CT14HERA2 PDFs, in which Qcut is varied from 2 GeV to 6 GeV, and compare

the results to the previous findings of the CT14 analysis. For every choice of Qcut, we report the total χ2,

reduced-χ2 (i.e., χ2
re), and the systematic shift penalty R2 defined by Eq. (3), together with the number of

data points Npts in parentheses. Tables II and III show these quantities for the HERA1 and HERA2 data,

compared to the theoretical predictions based on CT14 NNLO and CT14HERA2 NNLO PDFs, respectively.

The lower parts of each table show the breakdown of χ2
re and numbers of points over the four contributing

DIS subprocesses, in neutral current (NC) and charged current (CC) interactions: NC e+p, NC e−p, CC

e+p, and CC e−p.

In the CT14 analysis the subsets of HERA1 data have small values of χ2
re/Npts, as shown in Table II.
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Qcut [GeV] no cut 2.00 3.87 4.69 5.90

χ2/Npts(Npts) (647) 1.02 (579) 0.93 (516) 0.93 (493) 0.91 (470)

R2/114(R2) 0.43(48.80) 0.24(27.34) 0.25(28.38) 0.25(28.48)

χ2
re/Npts(Npts) (647) 0.94 (579) 0.89 (516) 0.87 (493) 0.84 (470)

NC e+p (434) 1.05 (366) 0.96 (303) 0.96 (280) 0.92 (257)

NC e−p (145) 0.74 (145) 0.75 (145) 0.75 (145) 0.75 (145)

CC e+p (34) 0.97 (34) 0.98 (34) 0.99 (34) 0.99 (34)

CC e−p (34) 0.53 (34) 0.53 (34) 0.53 (34) 0.53 (34)

TABLE II: Goodness-of-fit characteristics for the HERA1 combined data with specified Qcut selection constraints,

and theory predictions based on the CT14 NNLO PDFs determined with the nominal cut Qcut ≥ 2 GeV. The four

lowest rows give χ2
re/Npts for each DIS subprocess.

In the CT14HERA2 /HERA2 analysis (Table III), the values of χ2
re/Npts are larger than 1 for the subpro-

cesses, and much larger in the cases of e−p scattering. The PDFs for the different columns of Table III were

refitted for each choice of Qcut. Even with the refitting, the values of χ2
re/Npts remain large. The dependence

of χ2
re/Npts on Qcut is small for NC e+p and negligible for the other three cases.

Qcut [GeV] no cut 2.00 3.87 4.69 5.90

χ2/Npts(Npts) (1306) 1.25 (1120) 1.19 (967) 1.21 (882) 1.23 (842)

R2/170(R2) 0.51 (87.47) 0.29(49.11) 0.29 (48.99) 0.29 (49.40)

χ2
re/Npts(Npts) (1306) 1.17 (1120) 1.14 (967) 1.15 (882) 1.18 (842)

NC e+p (1066) 1.11 (880) 1.06 (727) 1.06 (642) 1.09 (602)

NC e−p (159) 1.45 (159) 1.44 (159) 1.45 (159) 1.45 (159)

CC e+p (39) 1.10 (39) 1.10 (39) 1.10 (39) 1.10 (39)

CC e−p (42) 1.52 (42) 1.50 (42) 1.50 (42) 1.50 (42)

TABLE III: Goodness-of-fit characteristics for the HERA2 combined data with specified Qcut selection constraints,

and theory predictions based on the CT14HERA2 NNLO PDFs refitted with the same Qcut value.

In contrast to CT14, in the CT14HERA2 analysis we see only small variations in χ2
re/Npts with the four

values of Qcut. We note that the apparent large change in χ2/Npts from Qcut of 2GeV to 3.87GeV, as shown

in the second row of Table III, is due to the change in R2 values in the third row. Recall that χ2 is given

by the sum of χ2
re, which changes little, and R2, which decreases from 2 GeV to 3.87 GeV. With a larger

Qcut value, at 3.87GeV, there are fewer data points to be fit with the same number of correlated systematic

errors (170 in the CT14HERA2 analysis), hence it leads to a smaller R2/170 value, from 0.51 to 0.29.

Fig. 4 shows the results on χ2 versus Qcut of Table III in graphical form. The behaviour of χ2/Npts for

the HERA2 data (sum of all four subprocesses) is illustrated in the left panels of Fig. 4. The graphs show

the dependence on Qcut in the CT14HERA2 analysis at both NLO and NNLO. The upper panel is χ2 and the

middle panel is the reduced-χ2, versus Qcut. The values of χ2/Npts for the HERA2 data exhibit a shallow

minimum for Qcut in the range 3.5GeV ! Qcut ! 4 GeV. The reduction of χ2
re at Qcut ∼ 4 GeV, compared
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HERA2 data in CT14 HERA2 NNLO

NMC F2
P data dropped; CMS 7 

TeV inclusive jet data updated

freeing one more parameter for 
strangeness parametrization 

overall HERA2 data fit reasonably 
well, except for the e-p data

Χ2 /Npt as increasing weight

NNLO



✦ CT14-like fits with HERA1 data replaced by HERA2 data (Run I and II 
combined)
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CT14 HERA2 PDFs

data points with large residuals 
spread over the entire region

change of selection cuts does 
not show systematic effects 

no clear indication of deviation 
from DGLAP evolution 

However, the values of χ2HERA2=Npts for the HERA2 data
after refitting are found to be 1.22 and 1.25, respectively,
at the NLO and NNLO. (For comparison, the χ2HERA1=Npts

for the HERA Run I ensemble data in the CT14 fits is
about 1.02 at either NLO or NNLO.) These large values
of χ2HERA2=Npts raise a question: do they come from a
few isolated data points, or from a systematic difference
between data and theory? To address this question, in Fig. 1
we show the distribution of the reduced-χ2 (≡χ2re) values
for individual data points, as they are distributed over the
ðx;QÞ kinematic plane.
The definition of χ2re is, for an individual data point (k),

χ2re;k ¼ ðDk − Tk −
X

α

λαβkαÞ2=s2k; ð2Þ

whereDk is the central data value, Tk is the theory value, sk
is the uncorrelated error, and the sum over α is an effective
shift in the central valueDk caused by optimized systematic
nuisance parameters λα. [See, e.g., Eq. (4) in the original
CT10 analysis [3].] Thus, χ2re;k represents our best measure
for the difference between data and theory for the kth data
point. The total χ2exp for the experimental data set quoted in
Table I (where exp stands for HERA1 or HERA2) is
obtained by summing χ2re;k over all experimental points and
adding the penalty R2 for deviations of the optimized
nuisance parameters λα from their central values at 0,

χ2exp ¼
XNpts

k¼1

χ2re;k þ
X

α

λ2α ≡ χ2re þ R2: ð3Þ

To identify the source of the elevated total χ2 for
the HERA2 ensemble, we first scrutinize the contributions
χ2re;k from the individual points. Figure 1 illustrates the
values of χ2re;k when the HERA1 data are compared to the
CT14 (NLO and NNLO) theory, and the HERA2 data
are compared to CT14HERA2 (NLO and NNLO) theory.
The bottom-right inset also shows different values of the
geometric scaling variable Ags that are discussed in Sec. III.
In the subfigures for HERA2 (either at NLO or NNLO),
we notice that points with χ2re;k > 4 are rather uniformly
distributed throughout the ðx;QÞ phase space, without
being concentrated in a particular region. In other words,
the elevated values of χ2HERA2 in Table I do not arise from a
single ðx;QÞ kinematic region.

A. Varied statistical weights for the HERA2 data

An interesting way to assess the impact of the HERA2
combined data is to vary the weight given to this data set in
the global χ2 function. Namely, we increase the statistical
weight w of the HERA2 data; that is, we include
w · χ2HERA2, with w > 1, instead of the default χ2HERA2 (with
w ¼ 1), into the global function χ2. The purpose here is to
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FIG. 1. The distribution of χ2re;k of HERA1 and HERA2 ensembles in the ðx;QÞ plane, for the CT14 (upper row) and CT14HERA2
(lower row) fits, respectively.
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residuals on kinematic plane

kinematic region above the Ags cut in the x and Q plane,
where the NLO/NNLO DGLAP factorization is supposed
to be valid; (ii) then use DGLAP evolution equations to
evolve these PDFs down to the low-x and Q region below
the Ags cut, where one might expect possible deviations;
(iii) finally, compare predictions to the data in the low Ags

region, which was not used for PDF determination. The
portion of HERA2 data that is excluded by varying ðAgsÞcut
from 1.0 to 6.0 is shown in Fig. 1 (the lower right inset).
The results of the fits for various choices of ðAgsÞcut, at both
NLO and NNLO accuracy, are illustrated in the right panels
of Fig. 4. (The upper panel is χ2, the middle panel is
reduced χ2, and the lower panel is R2.) The values of
χ2=Npts for four choices of ðAgsÞcut are shown. Here, we

consider only data points withQ values greater than 2 GeV
in order to validate the application of the perturbative
DGLAP evolution equation. We find that the behavior of χ2

has small variations, and they are not monotonic. Hence,
we conclude that our analysis of HERA2 data does
not indicate clear deviations from DGLAP evolution.
Alternatively, one could include also the data points below
the Ags cut (though still withQ > 2 GeV) in the calculation
of χ2 in the final comparison while fitting only the data
above the Ags cut. We found a similar conclusion as that
carried out for the CT10 NLO PDFs, as shown in the
appendix of Ref. [3]. For example, the value of χ2res=Npts of
the combined HERA2 data set, with Ags > 1.5, increases
by about 0.2–0.3 units as compared to that without any
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V. DISCUSSION AND CONCLUSIONS

In this paper, we have presented the CT14HERA2 parton distribution functions, constructed from a global

analysis of QCD that uses the HERA run I and II combined data set on e±p deeply inelastic scattering [10].

This compendium of 20 years of HERA data, reconciled as well as possible, including comparative analysis of

✦ CT14-like fits with HERA1 data replaced by HERA2 data (Run I and II 
combined)
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CT14 HERA2 PDFs

CT14HERA2 (red) vs. CT14 PDFs (blue)
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✦ FastNLO/APPLgrid NLO fast interface with tabulated NNLO/NLO K-
factors; several issues arise given the percent-level precision required

Theoretical uncertainties

3

✦ Seperating scale dependent terms at NLO

theoretical errors (add the five errors in quadrature) to the conventional scale variations by

changing µF and µR simultaneously by a factor of 2. It can be seen that the total errors are

comparable to the conventional scale variations.
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FIG. 2: Theoretical correlated errors for the CDF single-inclusive jet measurement, the D0 dijet

measurement, and the ATLAS single-inclusive jet measurement.
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FIG. 3: Comparison of the total theoretical errors with the conventional scale variations.

Ref. [13] presents a similar way of treating the theoretical uncertainties as correlated

systematic errors. The authors choose six kinematics terms as bases of the correlation

functions, then determine the normalization of each term by fitting the total errors to the

scale variations. The advantage there is that one can choose some specific kinematic terms

that could describe the singular behaviors in some phase space regions. On another hand,

it is not always the case that one could find a good fit to the scale variations using some

10

It may also be possible to assume those five nuisance 
parameters same (correlated) for different jet measurement 
(imaging as a common optimal scale choice)

penalty terms, assume Gassian ~λ2, can also use 
different assumptions

Note there is some 
jitter, especially at 
high rapidities

NNLO/NLO inclusive jet

Inclusion of the theoretical error through 
scale variations with certain assumptions 
on correlations, e.g,   

Theoretical uncertainties

2

✦ Seperating scale dependent terms at NLO
Gluon PDF from global fit Jet cross sections at hadron colliders Prospective

• If we look further into the scale dependence, the NLO cross section
in the experimental bin i as functions of scales can be written as

σ
NLO
bin (µF , µR , i) = σ

NLO
bin (µF ,0, µR,0, i)

n

1+α
2
s (µR,0)

5
X

j=1

ej (i)xj+O(α3
s (µR,0))

o

,

with
x1 = ln(

µF

µF ,0
), x2 = ln(

µR

µR,0
), x3 = ln2(

µF

µF ,0
),

x4 = ln2(
µR

µR,0
), x5 = ln(

µF

µF ,0
) ln(

µR

µR,0
),

where µF ,0 and µR,0 are the reference scales. We treat the five scale

dependent terms as five independent systematic errors of Gaussian

distributed with width determined by the value of each term when

setting x1,2 = ln 2, x3,4,5 = ln2 2.

similar as in arXiv:0907.5052, F. Olness and D. Soper
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similar can be done for NNLO with more terms

Theoretical uncertainties
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similar can be done for NNLO with more terms

MC errors in APPLgrid tables especially 
for fiducial cross sections at tail region

MC errors in the K-factors; dependence 
of the K-factors on the PDFs

Local generation of APPLgrid tables 
from MCFM and aMCFast

FastNLO tables generated from DiffTop 
for top-quark pair production



CT17p — agreement with and between data
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✦ Preliminary studies on agreement with the new LHC data also on 
possible tension between different data

method: from the nominal fit (with 
all data sets included) start a scan 
with increasing weight for one data 
set (weight 10 for extreme case)

LHC data studied: LHCb 7 TeV W,Z 
rapidity, 8 TeV Z rapidity; ATLAS 7 
TeV Z pT, 7 TeV inc. jet; CMS 7 TeV 
inc. jet   

all results are PRELIMINARY; 
currently theo. predictions used 
for LHC jet and Z pT data are at 
NLO only; still working on the 
NNLO K-factors

Data χ2/Npt (nom.) χ2/Npt (extr.)

LHCb 7 44/33 28/33

LHCb 8 38/17 22/17

ATL. 7 Z pT 48/8 21/8

ATL. 7 Jet 305/140 284/140

CMS 7 Jet 233/158 213/158

Δχ2/Npt LHCb7(extr.) ATL. Jet(extr.)

LHCb 7 -15/33 ↓ +1/33

LHCb 8 -8/17 ↓ -3/17

ATL. 7 Z pT -3/8 +16/8 ↑

ATL. 7 Jet +4/140 -20/140 ↓

CMS 7 Jet +6/158 +13/158 ↑

χ2 in nominal and extreme fit

χ2 change in two extreme scan



CT17p — LHCb 7 and 8 TeV W/Z data
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✦ CT14 already show good agreement with the data; consistency of 7 
and 8 TeV; refitting further bring CT17p close to central of the data  
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predictions vs. data, CT14 (blue), CT10(dotted), CT17p(red solid)
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12

✦ LHCb data prefer smaller ubar and dbar both for 7 and 8 TeV, and 
larger strangeness; negligible impact on gluon PDF

red curve represents CT17p fit 
with weight=1 for all data set, 
dark green/blue lines for fits with  
increasing weight (up to 10) for 
the specified set

CT17p best-fit vs. CT14 HERA2

large spread indicating strong 
effects from that data in direction 
from red to blue  

CT17p — LHCb 7 and 8 TeV W/Z data
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✦ Fitting 8 data points in range [40, 150] GeV, poor fit if w/o K-factors; 
prefer harder gluon ~0.02, softer gluon x>0.1; impact small on quarks 

CT17p — ATLAS 7 TeV Z pT
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Figure 17: Prediction of CT10 and CT17p for ATLAS 7 TeV W and Z rap. dist. and 8TeV Z rap.

dist.. The left panel shows the unshifted data, while the right panel show the shifted data.
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predictions vs. data
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✦ Hard to get a good fit with all rapidity intervals; data prefer harder 
gluon x>0.1, softer gluon ~0.02, smaller d-quark x>0.5 

CT17p — ATLAS 7 TeV inc. jet
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Figure 18: Prediction of CT17p for ATLAS 7 TeV incl. jet data. The left panel shows the unshifted

data, while the right panel show the shifted data.
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Figure 18: Prediction of CT17p for ATLAS 7 TeV incl. jet data. The left panel shows the unshifted

data, while the right panel show the shifted data.
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Figure 19: Prediction of CT17p for ATLAS 7 TeV incl. jet data. The left panel shows the unshifted

data, while the right panel show the shifted data.
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predictions vs. data, CT17p(red), CT17p+w10(blue dashed)

different trends of theory vs. 
unshifted data in low and high 
rapidity bins; refitting failed to 
adjust theory in the same manner

small statistical and uncorrelated 
sys. errors; most likely large chi2 
is due to fluctuation of data itself  
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✦ Hard to get a good fit with all rapidity intervals; data prefer harder 
gluon x>0.1, softer gluon ~0.02, smaller d-quark x>0.5 

CT17p — ATLAS 7 TeV inc. jet
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CT17p best-fit vs. CT14 HERA2
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✦ CT14 set including photon PDF (NLO QCD+LO QED) based on 
radiative ansatz and with constraints from photon production in DIS
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FIG. 3: Amplitudes for the process ep → eγ +X. For each diagram shown there is an additional

diagram where the photon is emitted off the initial-state lepton or quark.

consistently without double-counting.

In the literature there have been two approaches to calculations of the process ep →
eγ + X . The calculation of MRST [5], which was preceded by studies of Blümlein et

al. [21–23], included just the photon-initiated contribution of Fig. 3(a). The calculation

of Gehrmann-De Ridder, Gehrmann, and Poulsen (GGP) [24, 25] included just the quark-

initiated contributions of Figs. 3(b,c). In the GGP analysis it was found convenient to make

the Lorentz-invariant separation of the cross section into three components, depending on

the fermion line off which the final-state photon is emitted: LL for emission off the lepton

line, given by the square of the partonic amplitude in Fig. 3(b); QQ for emission off the quark

line, given by the square of the partonic amplitude in Fig. 3(c); and QL for the interference

between the two sets of diagrams.4 In the GGP calculation a cut on the outgoing quark

was necessary to remove the divergence in the amplitude as the photon off-shellness went to

zero in the LL amplitude. A hybrid calculation was also considered by the ZEUS Collabo-

ration in their analysis of the DIS-plus-isolated photon data [10], where the LL component

of the quark-initiated subprocess of GGP was replaced by the photon-initiated subprocess

of MRST.

In this section we introduce a consistent and systematic method of combining the photon-

and quark-initiated subprocesses, which also reduces the factorization scale dependence of

either calculation. First, consider the calculation of the differential cross section as a power

series in α without consideration of the relative sizes of fγ and fq. It can be written as a

convolution over partonic cross sections

dσ =
∑

a

∫ 1

0

dξ fa(ξ, µF )dσ̂a , (13)

4 Note that each of the diagrams in Fig. 3 actually represents two Feynman diagrams, where the final-state

photon is emitted off the initial-state lepton or quark as well as off the final-state lepton or quark.
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FIG. 1: Plots of xf(x, µF ) for µF = 3.2 GeV (left) and µF = 85 GeV (right). Three representative

photon PDFs are plotted: the “Current Mass” photon PDF (γCM, red dotted), and photon PDFs

with initial inelastic photon momenta fractions of pγ0 = 0 and 0.14% (γ0, blue dashed, and γ0.14,

green dot-dashed, respectively). The effects of the different initial photon PDFs on the quark and

gluon PDFs are imperceptible in these plots.

GeV2, applied to enforce perturbativity in the calculations, typically require x ! 0.2 − 0.4,

we expect constraints from isospin violation to be small in the present data, as observed in

the MRST analysis [5].

Constraints from the momentum sum rule arise because any momentum carried by the

photon implies less momentum available for the quark and gluon PDFs. In this way, con-

straints from data on the colored parton PDFs indirectly impact the photon PDF. We have

performed a preliminary analysis using the data sets included for CT10 [20]. For a fixed ini-

tial photon momentum fraction, with the photon PDF parametrized as discussed in Sec. II,

we minimized the global χ2 by varying the quark and gluon PDFs. Using the usual CTEQ-

TEA choice of ∆χ2 < 100 tolerance, we obtain a limit on the photon momentum fraction

of pγ0 < 5.6% at the 90% confidence level, which is similar in magnitude to the results found

by the MRST and NNPDF analyses. The best fit for the initial photon momentum fraction

from this global analysis is pγ0 = 1.2%, but with only a small change of ∆χ2 = −7, relative

to the fit with pγ0 = 0%. For comparison, we find the elastic contribution to the initial

photon momentum fraction, as calculated in the equivalent photon approximation, to be

pγ0, elastic = 0.15%.

Unfortunately, this limit on the initial photon momentum fraction is much larger than one

would expect for a photon PDF. In the analysis of the NNPDF group, additional constraints

were made on the initial photon PDF by including LHC data on high-energyW , Z, and Drell-
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FIG. 9: Plots of χ2 versus initial inelastic photon momentum fraction pγ0 using the smooth isolation

prescription (left) and the sharp isolation prescription (right) for factorization scales µF = 2E⊥γ ,

E⊥γ , 0.5E⊥γ , and 0.35E⊥γ . The horizontal line at χ2 = 13.36 is the 90% confidence level limit for

eight data points.

are able to fit the shape of the data points equally well. Therefore, we can determine a

conservative limit on the value of pγ0 by requiring that the data and theory not disagree

beyond some level. A χ2 distribution with eight data points will have χ2 < 13.36 at the 90%

confidence level.5 Therefore, we define that any theoretical prediction with χ2 > 13.36 is

ruled out as a bad fit to the data at the 90% confidence level. It is impossible to satisfy this

criterion for pγ0 > 0.14% for either choice of the isolation prescription and for any value of

µF . Furthermore we find that the CM choice of the photon PDF has χ2 > 46 for any choice

of isolation and factorization scale and so is ruled out by this data.

Thus, we find our maximal initial inelastic photon PDF to have pγ0 = 0.14% at the 90%

confidence level. Of course, the exact value of the momentum fraction is correlated with the

shape of the initial photon PDF. From Fig. 8 we see that the ZEUS DIS-plus-isolated-photon

data constrains the photon PDF in the kinematic region given roughly by 10−3 < x < 2 ·10−2

for 16 < Q2 < 300 GeV2. Outside of this region the photon PDF is very weakly constrained,

but we believe that the radiative ansatz gives a reasonable expectation for its overall shape.

As for the minimal possible value of the initial inelastic photon momentum fraction, it could,

in principle, be negative, which is not ruled out by the analysis of this section. For instance,

one could begin the evolution with zero initial photon PDF at a lower value of the scale Q0.

However, we take the reasonable assumption that it should be nonzero at the low scale of

Q0 = 1.295 GeV. We thus propose the initial PDFs with pγ0 = 0% and pγ0 = 0.14% as our

90% C.L. photon PDFs. A similar analysis gives pγ0 ≤ 0.11% at the 68% confidence level,

but the data are still consistent with pγ0 = 0% at the 68% C.L.

5 As a comparison, the change in the total χ2 for the remaining 2947 data points used in the CT14 analysis

is ∆χ2 = −2.3 in going from pγ
0
= 0% to pγ

0
= 0.14%.
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✦ Two ensembles of CT14 MC replicas, Linear sampling(MC1), Log 
sampling(MC2), both with 1000 replicas 12
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FIG. 3: The mean values and asymmetric standard deviations (25), (26) of the CT14 NNLO MC1 (short-dashed) and MC2
(long-dashed) PDFs, compared to the mean and 68% c.l. uncertainty (Eq. (11), solid) of the CT14 NNLO Hessian PDF. The
PDFs are shown as ratios to the central CT14 fit. Upper panel: g(x,Q0) and d(x,Q0). Lower panel: ū(x,Q0) and s̄(x,Q0).

standard deviations given by the CT14MC PDF set are expected to be very close to the 68% c.l. uncertainties of the
CT14 (Hessian) PDF error set, except when the x value is very large (more than 0.7) or small (less than 10−5).
Some examples of cross sections are computed using the Applgrid fast interface [36] for interpolation of NLO cross

sections computed with the help of MadGraph aMC@NLO [37], and aMCfast [38]. The Applgrid input cross
section tables are available at [39] from a study of cross sections based on PDF4LHC15 PDFs [25, 40]. Specifically, we
computed CT14 Hessian, MC1 and MC2 rapidity distributions with no or minimal experimental cuts for production
W±, Z0, tt̄, tt̄γγ, W+c̄ (W−c) production at the LHC 7,8, and 13 TeV. The renormalization and factorization scales
are µR = µF = MW , MZ , HT /2, HT /2, MW , respectively. HT is the scalar sum of transverse masses

√
p2T +m2 of

final-state particles. For W+c̄ (W−c) production, we neglect small contributions with initial-state c or b quarks. For
NLO single-inclusive jet and dijet production, we use public APPLgrid files in the bins of ATLAS measurements
[41], created with the program NLOJET++ [42, 43]. Similarly, the W charge asymmetry in CMS experimental bins
[44, 45] is computed with APPLgrid from [46]. An example of the cross sections on the website is shown in Fig. 9.
For ease of comparisons, the PDF uncertainties are plotted both for the cross section values and for ratios to the
central CT14 prediction.
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FIG. 3: The mean values and asymmetric standard deviations (25), (26) of the CT14 NNLO MC1 (short-dashed) and MC2
(long-dashed) PDFs, compared to the mean and 68% c.l. uncertainty (Eq. (11), solid) of the CT14 NNLO Hessian PDF. The
PDFs are shown as ratios to the central CT14 fit. Upper panel: g(x,Q0) and d(x,Q0). Lower panel: ū(x,Q0) and s̄(x,Q0).

standard deviations given by the CT14MC PDF set are expected to be very close to the 68% c.l. uncertainties of the
CT14 (Hessian) PDF error set, except when the x value is very large (more than 0.7) or small (less than 10−5).
Some examples of cross sections are computed using the Applgrid fast interface [36] for interpolation of NLO cross

sections computed with the help of MadGraph aMC@NLO [37], and aMCfast [38]. The Applgrid input cross
section tables are available at [39] from a study of cross sections based on PDF4LHC15 PDFs [25, 40]. Specifically, we
computed CT14 Hessian, MC1 and MC2 rapidity distributions with no or minimal experimental cuts for production
W±, Z0, tt̄, tt̄γγ, W+c̄ (W−c) production at the LHC 7,8, and 13 TeV. The renormalization and factorization scales
are µR = µF = MW , MZ , HT /2, HT /2, MW , respectively. HT is the scalar sum of transverse masses

√
p2T +m2 of

final-state particles. For W+c̄ (W−c) production, we neglect small contributions with initial-state c or b quarks. For
NLO single-inclusive jet and dijet production, we use public APPLgrid files in the bins of ATLAS measurements
[41], created with the program NLOJET++ [42, 43]. Similarly, the W charge asymmetry in CMS experimental bins
[44, 45] is computed with APPLgrid from [46]. An example of the cross sections on the website is shown in Fig. 9.
For ease of comparisons, the PDF uncertainties are plotted both for the cross section values and for ratios to the
central CT14 prediction.
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FIG. 3: The mean values and asymmetric standard deviations (25), (26) of the CT14 NNLO MC1 (short-dashed) and MC2
(long-dashed) PDFs, compared to the mean and 68% c.l. uncertainty (Eq. (11), solid) of the CT14 NNLO Hessian PDF. The
PDFs are shown as ratios to the central CT14 fit. Upper panel: g(x,Q0) and d(x,Q0). Lower panel: ū(x,Q0) and s̄(x,Q0).

standard deviations given by the CT14MC PDF set are expected to be very close to the 68% c.l. uncertainties of the
CT14 (Hessian) PDF error set, except when the x value is very large (more than 0.7) or small (less than 10−5).
Some examples of cross sections are computed using the Applgrid fast interface [36] for interpolation of NLO cross

sections computed with the help of MadGraph aMC@NLO [37], and aMCfast [38]. The Applgrid input cross
section tables are available at [39] from a study of cross sections based on PDF4LHC15 PDFs [25, 40]. Specifically, we
computed CT14 Hessian, MC1 and MC2 rapidity distributions with no or minimal experimental cuts for production
W±, Z0, tt̄, tt̄γγ, W+c̄ (W−c) production at the LHC 7,8, and 13 TeV. The renormalization and factorization scales
are µR = µF = MW , MZ , HT /2, HT /2, MW , respectively. HT is the scalar sum of transverse masses

√
p2T +m2 of

final-state particles. For W+c̄ (W−c) production, we neglect small contributions with initial-state c or b quarks. For
NLO single-inclusive jet and dijet production, we use public APPLgrid files in the bins of ATLAS measurements
[41], created with the program NLOJET++ [42, 43]. Similarly, the W charge asymmetry in CMS experimental bins
[44, 45] is computed with APPLgrid from [46]. An example of the cross sections on the website is shown in Fig. 9.
For ease of comparisons, the PDF uncertainties are plotted both for the cross section values and for ratios to the
central CT14 prediction.
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✦ Update on studies of the intrinsic charm models, BHPS and SEA-like, 
based on CT14 setups

In Figure 4 we show how the gluon-gluon luminosity is affected by BHPS and SEA models

at LHC run I and II energies in the x range sensitive to Higgs production. The parton

luminosity is defined as in Ref. [32]. The various models are shown as ratios to CT14NNLO

and are well within the 68% C.L. PDF uncertainty. The luminosities in the CT14HERA2 fit

have similar behaviors and here we only show BHPS3. At
√
s = 8 TeV the most prominent

distortions are from the SEA2 model which is suppressed at lower MX and is notably larger

than CT14 for MX in the TeV range.

The BHPS models are almost coincident with CT14 for MX < 200 GeV: BHPS1 and

BHPS2 are highly suppressed above MX > 300 GeV, while BHPS3 is suppressed for 0.3 <

MX < 3 TeV and enhanced above this energy by approximately 3%. The impact on the

Higgs cross section is small, with sizable impacts on the high mass gg PDF luminosities, but

still within uncertainties.

Ra
tio

 to
 C

T1
4N

N
LO

Mx [GeV]

Lgg at Ecm=8.0TeV, 68%C.L.
CT14NNLO
BHPS1
BHPS2
BHPS3
SEA1
SEA2

0.8

0.9

1.0

1.1

1.2

101 102 103

Ra
tio

 to
 C

T1
4N

N
LO

Mx [GeV]

Lgg at Ecm=13.0TeV, 68%C.L.
CT14NNLO
BHPS1
BHPS2
BHPS3
SEA1
SEA2

0.8

0.9

1.0

1.1

1.2

101 102 103

FIG. 4: Impact of the BHPS and SEA models on the gluon-gluon luminosity as a function of the

invariant mass MX . The models are shown as ratios to CT14NNLO within its uncertainty at 68%

C.L..

We have explored the impact of non-perturbative charm contributions on the first mo-

ments ⟨x⟩ of the CT14 PDFs, as a function of the scale Q. In Figure 5 we illustrate the

impact of intrinsic charm on the momentum fractions (⟨x⟩) of the different PDFs. We

also indicate the range of uncertainties on those momentum fractions given by the nominal

CT14 PDFs. In the two upper figures, the PDF first moments are shown for the BHPS

model, while those from the SEA model are shown in the lower two figures. The dashed

curve in the BHPS(SEA) figures represents BHPS1(SEA1) while the dotted one represents

BHPS2(SEA2).

In the bottom of each figure, we also include ⟨x⟩ normalized to its CT14 central value. As

expected from the previous discussion, we observe that the BHPS2 model curve lies on the

edge of the allowed CT14 u and d quark uncertainties, while the SEA2 is on the boundary

of the ū and d̄ uncertainties. This corroborates the statement made earlier that BHPS2 and

SEA2 are extreme choices for the valence-like and sea-like charm distributions, respectively.

12

CT14HERA2 global analyses. In this series of fits, the charm quark mass is kept fixed at

the CTEQ standard value of mc = 1.3 GeV.
∆
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FIG. 1: Global ∆χ2
F of CT4NNLO (left) and CT14HERA2NNLO (right) as a function of ⟨x⟩IC

momentum fraction for the BHPS (blue) and SEA (red) models. Dashed lines represent fits includ-

ing the Tier-2 penalty in the χ2 definition. The dots on the BHPS curves correspond to specific

fits with ⟨x⟩IC = 0.6% and 2.1%, given as BHPS1 and BHPS2 respectively, while dots on the SEA

curves correspond to ⟨x⟩IC = 0.6% and 1.6% and are named respectively SEA1 and SEA2. In the

CT14HERA2 fit, the PDF for which ⟨x⟩IC = 1% is named BHPS3.

In Figure 1, a scan of the global ∆χ2
F is shown as function of the intrinsic charm content

for the BHPS and SEA models. The curves are generated as fits to approximately 50 points

for the range of ⟨x⟩IC. The ⟨x⟩IC scan has been perfomed in the context of both the CT14

and CT14HERA2 [27] analyses.

In keeping with the previous analysis of Ref. [25] using the CT10 fitting framework,

specific fits are defined with intrinsic charm momentum fractions (⟨x⟩IC) = 0.6% and 2.1%

for the BHPS models, and 0.6% and 1.6% for the SEA models in the CT14 fit. In the

CT14HERA2 fit, the BHPS3 point corresponds to ⟨x⟩IC = 1%. The momentum fractions

indicated by BHPS2 and SEA2 correspond to the upper limits (based on the standard CT

∆χ2
F criterion, including the Tier 2 penalty described below) for the amount of intrinsic and

fitted charm in the CT14 analysis, while BHPS3 represents the best-fit momentum fraction

in the CT14HERA2 analysis.

The χ2
F function which we adopt here corresponds to the χ2

global defined in the CT10NNLO

analysis of Ref. [26], and includes the treatment of correlated systematic errors.

In order to have a more reliable estimate of the goodness of fit that accounts for the

separate values of individual experiments, we introduce a penalty term, termed “Tier-2”,

in the definition of the χ2, as discussed in Refs. [25, 26]. The Tier-2 penalty measures

the goodness of fit for individual experiments and grows rapidly when the experiment is

not consistent with the theory. Large amounts of intrinsic charm are disfavored for both
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FIG. 2: Ratio of c(x,Q)IC/c(x,Q)CT14 within the CT14 uncertainties at 90% C.L. at the scale

Q = 2 GeV (left) and Q = 100 GeV (right).

d̄ components are more suppressed at large-x values (x > 0.3) with respect to the intrinsic

charm. The results relative to CT14HERA2 are very similar and here we only show the

BHPS3 model. Here we note that all the BHPS and SEA models reproduce the shape of

CT14 at low x, with the ratios in the SEA models shifted upwards. The SEA models retain

the shape (but with a larger normalization) of CT14 at higher x as well. The BHPS model

ratios start to differ from CT14 at x ≈ 0.1 and rise quickly in the range 0.1 ! x ! 0.2, for

both Q = 2 GeV and Q = 100 GeV. In the c(x,Q)/u(x,Q) ratio, all BHPS models agree

with CT14 over the range 10−5 ! x ! 0.1, exhibiting distortions at large x with a bump

(higher for BHPS2) at x ≈ 0.5. The SEA model ratios are notably larger than CT14 in the

range 10−5 ! x ! 0.3 and approach CT14 for larger x-values. At higher scale, Q = 100 GeV,

all models are closer to CT14 over the range 10−5 ! x ! 0.1 with the exception of SEA2,

while the bump in the BHPS2 model at x ≈ 0.5 is slightly suppressed. The c(x,Q)/d(x,Q)

ratio plot shows essentially the same features of the c(x,Q)/u(x,Q) plot, with the difference

that the bumps present in the BHPS1, BHPS2 and BHPS3 models, at x ≈ 0.5, are much

more pronounced.

10

charm PDFχ2 change vs. mom. fraction

1.6%

2.1%

gluon-gluon luminosity
for each model the 90% C.L. limit 
on the momentum fraction 
carried by charm are determined

allow much larger charm PDF 
than in perturbative case; changes 
on other flavors small in general



✦ We are working towards a major update of the CTEQ-TEA PDFs with the  
new combined HERA data and new LHC Run 1 and Run 2 data, 
especially the Z boson pT data and top-quark pair distributions 
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Summary

✦ Percent-level precision of the LHC data requires careful examination of 
both the theoretical predictions used, e.g., MC uncertainties in NNLO 
predictions, remaining theoretical errors, and the agreement/tension 
between different data, e.g, if tension exists then may lose the 
constraining power and may even get lager uncertainties on the PDFs

✦ We use FastNLO or local generated APPLgrid tables for all the new LHC 
data, K-factors either can be calculated locally or from public   

✦ After we better understand new constraints from the experiments, we 
plan to release the CT17 PDFs later this year

Thanks for your attention!



✦ Top-quark pair differential distributions
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Backup

ATLAS and CMS have different trends; 
in this case, ATLAS favors harder gluon 
(than NNPDF3.0) at high x, CMS 
weaker gluon

A In general, the ATLAS and CMS top 
results are in tension internally, and 
with each other (the latter more so in 
the case of normalized distributions 
where the experimental errors are 
smaller)

If tension, then gluon PDF 
uncertainty may not decrease and 
may even increase

Several distributions measured by 
ATLAS and CMS that have 
information on the high-x gluon

We are currently doing exploratory 
studies at NLO using MCFM and 
DiffTop and at aNNLO using DiffTop

Only one distribution should be used, 
unless a correlation model can be 
developed

mtT, ytT, pt, yt, ptT; double, triple 
differential dist.

which one?

starting with rapidity and pT of  
the top quark
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Figure 7:
8

s-quark, LHCb8 
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red curve represents CT17p fit 
with weight=1 for all data set, 
dark green/blue lines for fits with  
increasing weight (up to 10) for 
the specified set

CT17p best-fit vs. CT14 HERA2

large spread indicating strong 
effects from that data in direction 
from red to blue  

Backup
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Figure 13:
14

ubar-quark, LHCb8 
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Figure 13:
14
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✦ LHCb data prefer smaller ubar and dbar both for 7 and 8 TeV, and 
larger strangeness; negligible impact on gluon PDF


