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Logo: Large

Lawrence Berkeley National Laboratory

MC4BSM 2017

Disclaimer: “Machine Learning” is an extremely 
broad (and hot) topic: nearly all analysis work is 

ML.  I’ll focus on state-of-the-art image processing 
with jets as this is really pushing the cutting edge.

https://indico.cern.ch/event/568875/timetable/
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Logo: Large

2Quantum Chromodynamics (QCD)

No, I did not steal this from the Sherpa folks … can you 
spot the differences (other than the detector!)
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Logo: Large

3Quantum Chromodynamics (QCD)

JetsJets

Complex and image-like; 
great for machine learning!

… also intimate connection with ML: 
jets are defined by 

unsupervised learning!
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4The Jet Image

jet

jet

proton-proton 
collision into/
out-of page

not to scale

jet image

jet image
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Jet Image: A two-dimensional fixed representation of the  
_________radiation pattern inside a jet

Boosted W ⇢ qq’
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5Why images?
Can directly visualize physics
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there is information encoded in the 
physical distance between pixels

octet ⇢ qq’

singlet ⇢ qq’

and we can benefit from the 
extensive image processing literature

(will mention other fixed representations later)
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6Pre-processing and Special Relativity
Pre-processing is an important 

aspect of image recognition  [G
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However, some steps can 
damage the physics information 

content of a jet image

I’ll briefly illustrate some of these 
challenges in the next slides
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“Zooming” - see J. Barnard et al. 1609.00607

we can inject domain knowledge 
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7Pre-processing: E versus pT

For calorimeter 
images, it is natural 

to think about 
energy as intensity.

However, centering 
the image in h 
corresponds to 

boosting along z!

Therefore, it is 
very important to 
use pT and not E.

los
s o

f in
for

mati
on
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8

Similar story for 
image normalization.

As with E instead of 
pT, this adds in 

~random noise to 
e.g. the mass

Therefore, it is important 
to do ensemble-

normalizations and not 
jet-by-jet norms.

los
s o

f in
for

mati
on

Pre-processing: Normalization



h

f

particle 1 with pT = 1

particle 2 with pT = 1

The mass of this ‘jet’ is ~1.7 
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Logo: Large

9Pre-processing: Rotations

f = +1

f = -1



particle 1 with pT = 1

particle 2 with pT = 1

If we rotate the jet 
by p/2, then the new 

jet mass is ~2.4
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10Pre-processing: Rotations

h

f

h = +1

h = -1
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Unpixelated mass Efficiency
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Boosted W Jet Mass Efficiency
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Boosted W boson and QCD jet images

Pre-processing: Rotations (cont.)

signal vs. 
background

processed 
vs. raw

more
 in

fo

more
 in

fo

Can do a ‘proper’ rotation 
that preserves mass, but 

changes e.g. t21.  

de Oliviera et al. (BN) arXiv:1701.05927

Can add in information to 
“undo” rotation or augment 

the dataset with “ghost 
images” (1612.01551)
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12Linear ML Methods for Classification
Fisher Discriminant 
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13Shallow NN’s for Classification
L. Almeida et al. 1501.05968

Figure 4. E�ciency vs. Mis-tag rate curves for the ANN tagger (blue/solid lines), for jets in three
representative pT ranges. For comparison, corresponding curves for three existing top taggers are
also shown: d12 tagger (yellow/dashed), top template tagger (green/dotted), and N-subjettiness
(red/dash-dotted).

– 9 –

Input layer Hidden layer 1 Hidden layer 2 Output layer

Bias nodes

Calorimeter image

Figure 1. Graphical representation of the Artificial Neural Network (ANN).

Networks in the context of image recognition, see for example [42].) Mathematically, the
ANN can be thought of as a succession of non-linear transformations:3

✏i ! h(1)
i = f (W(1)

i j ✏ j + b(1)
i )! · · ·! h(l)

i = f (W(l)
i j h(l�1)

j + b(l)
i )! Y = f (W(O)

j h(l)
j + b(O)),(3.1)

where f is the so-called activation function, chosen to be

f (z) =
1

1 + e�z . (3.2)

The inputs ✏i are simply the normalized energy deposits "ab defined above, rearranged
in a single 900-dimensional vector: "ab ⌘ ✏30a+b. The weights W(L)

i j and the biases b(L)
i are

numbers determined by the training procedure, which we will now describe.
To train the network, we use a set of N/2 top and N/2 QCD jets, where N is a large

number. For the i-th jet, we assign the “target output” variable: yi = 1 if it is a top jet,
and yi = 0 if it is a QCD jet. Training consists of adjusting the weights so that the actual
outputs of the ANN Yi correspond as close as possible to the target outputs yi, across the
training set. To quantify the error, we use the logarithmic loss variable

Log-loss = � 1
N

NX

i=1

⇥
yi log(Yi) + (1 � yi) log(1 � Yi)

⇤
. (3.3)

The goal of training is to choose weights that minimize this function. We use the back-
propagation algorithm [43], combined with gradient-descent minimization. In its simplest
version, the algorithm can be summarized as follows [44]:

1. Initialize the weights of each link to small random values.
3In Eq. (3.1) and below, repeated indices are always summed over.

– 5 –

First application of the 
jet images idea using 
(shallow) NN’s with 
top-quark taggingFigure 6. Energy deposit patterns for three jets with the lowest (top row) and highest (bottom row)

ANN scores in the QCD jet sample with pT 2 [800, 900] GeV.

Top Jets

Events

Figure 7. Correlation between the rankings of jets according to N-subjettiness (horizontal axis) and
ANN score (vertical axis). Left: top sample, pT 2 [1100, 1200] GeV. Right: QCD jet sample, same
pT range. Jets are ranked in order of increasing “topness” for both samples.

the detector frame). Likewise, the QCD jets receiving the highest scores, and thus most
likely to be mis-identified as tops, have well-defined, isolated subjets, while the QCD jets
correctly tagged as such do not: see Fig. 6.

To gain further insight, we studied correlations of the ANN scores with other observ-
ables used to tag tops. Table 1 contains the correlation coe�cients between the ANN score
and the output of the other taggers in our comparison pool, on a variety of samples used
in our analysis. (The correlation coe�cients are normalized so that 1.0 indicates perfect
correlation and �1.0 perfect anti-correlation, while 0 indicates absence of correlation.) In

– 11 –
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14Modern Deep NN’s for Classification

Deep Convolutional Architectures for  
Jet-Images at the Large Hadron Collider

Introduction 
The Large Hadron Collider (LHC) at CERN is the largest and most powerful particle accelerator in 
the world, collecting 3,200 TB of proton-proton collision data every year. A true instance of Big 
Data, scientists use machine learning for rare-event detection, and hope to catch glimpses of new 
and uncharted physics at unprecedented collision energies.  

Our work focuses on the idea of the ATLAS detector as a camera, with events captured as 
images in 3D space. Drawing on the success of Convolutional Neural Networks in Computer 
Vision, we study the potential of deep leaning for interpreting LHC events in new ways.

The ATLAS detector 
The ATLAS detector is one of the two general-purpose experiments at the LHC. The 100 million 
channel detector captures snapshots of particle collisions occurring 40 million times per second. 
We focus our attention to the Calorimeter, which we treat as a digital camera in cylindrical space. 
Below, we see a snapshot of a 13 TeV proton-proton collision.

LHC Events as Images 
We transform the ATLAS coordinate system (η, φ) to a rectangular grid that allows for an image-
based grid arrangement. During a collision, energy from particles are deposited in pixels in (η, φ) 
space. We take these energy levels, and use them as the pixel intensities in a greyscale analogue. 
These images — called Jet Images — were first introduced by our group [JHEP 02 (2015) 118], 
enabling the connection between LHC physics event reconstruction and computer vision.. We 
transform each image in (η, φ), rotate around the jet-axis, and normalize each image, as is often 
done in Computer Vision, to account for non-discriminative difference in pixel intensities.  

In our experiments, we build discriminants on top of Jet Images to distinguish between a 
hypothetical new physics event, W’→ WZ, and a standard model background, QCD.  

Jet Image

Convolution Max-Pool Convolution Max-Pool Flatten

Fully  
Connected 
ReLU Unit

ReLU Dropout ReLU Dropout
Local 

Response 
Normalization

W’→ WZ event

Convolutions
Convolved  

Feature Layers

Max-Pooling

Repeat

Physics Performance Improvements 
Our analysis shows that Deep Convolutional Networks significantly improve the classification of 
new physics processes compared to state-of-the-art methods based on physics features, 
enhancing the discovery potential of the LHC.  More importantly, the improved performance 
suggests that the deep convolutional network is capturing features and representations beyond 
physics-motivated variables.  

Concluding Remarks 
We show that modern Deep Convolutional Architectures can significantly enhance the discovery 
potential of the LHC for new particles and phenomena. We hope to both inspire future research 
into Computer Vision-inspired techniques for particle discovery, and continue down this path 
towards increased discovery potential for new physics.

Difference in average 
image between signal 

and background

Deep Convolutional Networks 
Deep Learning — convolutional networks in particular — currently represent the state of the art in 
most image recognition tasks. We apply a deep convolutional architecture to Jet Images, and 
perform model selection. Below, we visualize a simple architecture used to great success.  

We found that architectures with large filters captured the physics response with a higher level of 
accuracy. The learned filters from the convolutional layers exhibit a two prong and location based 
structure that sheds light on phenomenological structures within jets. 

Visualizing Learning 
Below, we have the learned convolutional filters (left) and the difference in between the average 
signal and background image after applying the learned convolutional filters (right). This novel 
difference-visualization technique helps understand what the network learns.

2D  
Convolutions 
to Jet Images

Understanding Improvements 
Since the selection of physics-driven variables is driven by physical understanding, we want to be 
sure that the representations we learn are more than simple recombinations of basic physical 
variables. We introduce a new method to test this — we derive sample weights to apply such that 

meaning that physical variables have no discrimination power. Then, we apply our learned 
discriminant, and check for improvement in our figure of merit — the ROC curve.

Standard physically motivated 
discriminants — mass (top)  
and n-subjettiness (bottom)

Receiver Operating Characteristic

Notice that removing out the individual effects of 
the physics-related variables leads to a likelihood 
performance equivalent to a random guess, but 
the Deep Convolutional Network retains some 
discriminative power. This indicates that the deep 
network learns beyond theory-driven variables — 
we hypothesize these may have to do with 
density, shape, spread, and other spatially driven 
features.

Luke de Oliveiraa, Michael Aaron Kaganb, Lester Mackeyc, Benjamin Nachmanb, Ariel Schwartzmanb 

 
aStanford University, Institute for Computational and Mathematical Engineering (ICME), bSLAC National Accelerator Laboratory,  cStanford University, Department of Statistics 

Subsequent 
developments:

de Oliviera et al. (BN) 1511.05190

G. Kasieczka et al. 1701.08784 (top-tagging)

J. Barnard et al. 1609.00607 (W-tagging)
P. Komiske et al. 1612.01551 (q/g-tagging)

P. Baldi et al. 1603.09349 (W-tagging)

Convolved Feature Layers



CMYK - 95c / 9m / 0y / 83kPantone - PMS 547U

Logo: Small Color: please use the mix appropriate to your application

Default Typefaces

DEFAULT SAN SERIF TYPEFACE DEFAULT SERIF TYPEFACE

Arial
Regular
Italic
Bold
Bold Italic

ABCDEFGHIJKLMNOPQRSTUVWXYZ
abcdefghijklmnopqrstuvwxyz
1234567890

Rev 09/23/14

RGB - R 0 / G 57 / B 90 

Berkeley Lab Logo Usage

Times New Roman
Regular
Italic
Bold
Bold Italic

ABCDEFGHIJKLMNOPQRSTUVWXYZ
abcdefghijklmnopqrstuvwxyz
1234567890

Logo: Large

15Modern Deep NN’s for Classification

Signal Efficiency

0.2 0.4 0.6 0.8

1/
(B

ac
kg

ro
un

d 
Ef

fic
ie

nc
y)

0

50

100

150

 = 13 TeV, Pythia 8s
 < 0.21, 79 < mass/GeV < 8121τ/GeV < 260 GeV, 0.19 < 

T
240 < p

21τmass+
R∆mass+

R∆+21τ

MaxOut
Convnet
Convnet-norm
Random

Signal Efficiency
0.2 0.4 0.6 0.8

1/
(B

ac
kg

ro
un

d 
Ef

fic
ie

nc
y)

0

10

20

30

No pixelation
Only pixelation
Pix+Translate (naive)
Pix+Translate
Pix+Translate+Flip

/2 RotationπPix+Translate+
 norm2

T
Pix+Translate+p

 = 13 TeVsPythia 8, 

/GeV < 300 GeV, 65 < mass/GeV < 95
T

250 < p

DNNs

Universally, DNNs 
out-perform physically 

motivated features

by how much varies by 
study; also no two 

groups have the same 
setup or metrics…

Signal Efficiency
0.2 0.4 0.6 0.8

1/
(B

ac
kg

ro
un

d 
Ef

fic
ie

nc
y)

0

10

20

30

No pixelation
Only pixelation
Pix+Translate (naive)
Pix+Translate
Pix+Translate+Flip

/2 RotationπPix+Translate+
 norm2

T
Pix+Translate+p

 = 13 TeVsPythia 8, 

/GeV < 300 GeV, 65 < mass/GeV < 95
T

250 < p



CMYK - 95c / 9m / 0y / 83kPantone - PMS 547U

Logo: Small Color: please use the mix appropriate to your application

Default Typefaces

DEFAULT SAN SERIF TYPEFACE DEFAULT SERIF TYPEFACE

Arial
Regular
Italic
Bold
Bold Italic

ABCDEFGHIJKLMNOPQRSTUVWXYZ
abcdefghijklmnopqrstuvwxyz
1234567890

Rev 09/23/14

RGB - R 0 / G 57 / B 90 

Berkeley Lab Logo Usage

Times New Roman
Regular
Italic
Bold
Bold Italic

ABCDEFGHIJKLMNOPQRSTUVWXYZ
abcdefghijklmnopqrstuvwxyz
1234567890

Logo: Large

16Learning about Learning
Jet images afford a lot of natural visualization 

as a community, we have also developed many techniques
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Deep Convolutional Architectures for  
Jet-Images at the Large Hadron Collider

Introduction 
The Large Hadron Collider (LHC) at CERN is the largest and most powerful particle accelerator in 
the world, collecting 3,200 TB of proton-proton collision data every year. A true instance of Big 
Data, scientists use machine learning for rare-event detection, and hope to catch glimpses of new 
and uncharted physics at unprecedented collision energies.  

Our work focuses on the idea of the ATLAS detector as a camera, with events captured as 
images in 3D space. Drawing on the success of Convolutional Neural Networks in Computer 
Vision, we study the potential of deep leaning for interpreting LHC events in new ways.

The ATLAS detector 
The ATLAS detector is one of the two general-purpose experiments at the LHC. The 100 million 
channel detector captures snapshots of particle collisions occurring 40 million times per second. 
We focus our attention to the Calorimeter, which we treat as a digital camera in cylindrical space. 
Below, we see a snapshot of a 13 TeV proton-proton collision.

LHC Events as Images 
We transform the ATLAS coordinate system (η, φ) to a rectangular grid that allows for an image-
based grid arrangement. During a collision, energy from particles are deposited in pixels in (η, φ) 
space. We take these energy levels, and use them as the pixel intensities in a greyscale analogue. 
These images — called Jet Images — were first introduced by our group [JHEP 02 (2015) 118], 
enabling the connection between LHC physics event reconstruction and computer vision.. We 
transform each image in (η, φ), rotate around the jet-axis, and normalize each image, as is often 
done in Computer Vision, to account for non-discriminative difference in pixel intensities.  

In our experiments, we build discriminants on top of Jet Images to distinguish between a 
hypothetical new physics event, W’→ WZ, and a standard model background, QCD.  

Jet Image
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Fully  
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ReLU Unit
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Response 
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Physics Performance Improvements 
Our analysis shows that Deep Convolutional Networks significantly improve the classification of 
new physics processes compared to state-of-the-art methods based on physics features, 
enhancing the discovery potential of the LHC.  More importantly, the improved performance 
suggests that the deep convolutional network is capturing features and representations beyond 
physics-motivated variables.  

Concluding Remarks 
We show that modern Deep Convolutional Architectures can significantly enhance the discovery 
potential of the LHC for new particles and phenomena. We hope to both inspire future research 
into Computer Vision-inspired techniques for particle discovery, and continue down this path 
towards increased discovery potential for new physics.

Difference in average 
image between signal 

and background

Deep Convolutional Networks 
Deep Learning — convolutional networks in particular — currently represent the state of the art in 
most image recognition tasks. We apply a deep convolutional architecture to Jet Images, and 
perform model selection. Below, we visualize a simple architecture used to great success.  

We found that architectures with large filters captured the physics response with a higher level of 
accuracy. The learned filters from the convolutional layers exhibit a two prong and location based 
structure that sheds light on phenomenological structures within jets. 

Visualizing Learning 
Below, we have the learned convolutional filters (left) and the difference in between the average 
signal and background image after applying the learned convolutional filters (right). This novel 
difference-visualization technique helps understand what the network learns.

2D  
Convolutions 
to Jet Images

Understanding Improvements 
Since the selection of physics-driven variables is driven by physical understanding, we want to be 
sure that the representations we learn are more than simple recombinations of basic physical 
variables. We introduce a new method to test this — we derive sample weights to apply such that 

meaning that physical variables have no discrimination power. Then, we apply our learned 
discriminant, and check for improvement in our figure of merit — the ROC curve.

Standard physically motivated 
discriminants — mass (top)  
and n-subjettiness (bottom)

Receiver Operating Characteristic

Notice that removing out the individual effects of 
the physics-related variables leads to a likelihood 
performance equivalent to a random guess, but 
the Deep Convolutional Network retains some 
discriminative power. This indicates that the deep 
network learns beyond theory-driven variables — 
we hypothesize these may have to do with 
density, shape, spread, and other spatially driven 
features.

Luke de Oliveiraa, Michael Aaron Kaganb, Lester Mackeyc, Benjamin Nachmanb, Ariel Schwartzmanb 

 
aStanford University, Institute for Computational and Mathematical Engineering (ICME), bSLAC National Accelerator Laboratory,  cStanford University, Department of Statistics 
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https://indico.cern.ch/event/395374/session/6/contribution/50/attachments/1186157/1720276/SLAC_StanfordHEPML.pdf
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18+ More Layers for Classification
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Figure 2: An illustration of the deep convolutional neural network architecture. The first

layer is the input jet image, followed by three convolutional layers, a dense layer and an

output layer.

The maxpooling layers performed a 2⇥2 down-sampling with a stride length of 2. The dense

layer consisted of 128 units.

All neural network architecture training was performed with the Python deep learning

libraries Keras [47] and Theano [48] on NVidia Tesla K40 and K80 GPUs using the NVidia

CUDA platform. The data consisted of the 100k jet images per pT -bin, partitioned into 90k

training images and 10k test images. An additional 10% of the training images are randomly

withheld as validation data during training of the model for the purposes of hyperparameter

optimization. He-uniform initialization [49] was used to initialize the model weights. The

network was trained using the Adam algorithm [50] using categorical cross-entropy as a loss

– 8 –

Figure 5: (top) ROC and (bottom) SIC curves of the FLD and the deep convolutional

network trained on (left) 200GeV and (right) 1000GeV Pythia jet images with and without

color compared to baseline jet observables and a BDT of the five jet observables.

e�ciency at 50% quark jet classification e�ciency for each of the jet variables and the CNN

are listed in Table 1. To combine the jet variables into more sophisticated discriminants, a

boosted decision tree (BDT) is implemented with scikit-learn. The convolutional network

outperforms the traditional variables and matches or exceeds the performance of the BDT of

all of the jet variables. The performance of the networks trained on images with and without

color is shown in Figure 6.

5.1 Colored Jet Images

The benchmarks in the previous section were compared to the jet images with and without

color, where the three color channels correspond to separating out the charge and multiplicity

information as described in Section 3.3. Figure 6 shows the SIC curves of the neural network

performances with and without color on Pythia jet images. For the 100GeV and 200GeV

images, only small changes in the network performance were observed by adding in color of

this form. For the 500GeV and 1000GeV jet images, performance increases were consistently
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Figure 2: An illustration of the deep convolutional neural network architecture. The first

layer is the input jet image, followed by three convolutional layers, a dense layer and an

output layer.

The maxpooling layers performed a 2⇥2 down-sampling with a stride length of 2. The dense

layer consisted of 128 units.

All neural network architecture training was performed with the Python deep learning

libraries Keras [47] and Theano [48] on NVidia Tesla K40 and K80 GPUs using the NVidia

CUDA platform. The data consisted of the 100k jet images per pT -bin, partitioned into 90k

training images and 10k test images. An additional 10% of the training images are randomly

withheld as validation data during training of the model for the purposes of hyperparameter

optimization. He-uniform initialization [49] was used to initialize the model weights. The

network was trained using the Adam algorithm [50] using categorical cross-entropy as a loss
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5

Figure 3: This figure shows the W-jet image di↵erences
between the default PYTHIA shower and the alternate VINCIA

shower in PYTHIA (top left), the default SHERPA shower (top
right), the default HERWIG angular shower (bottom left) and
the HERWIG dipole shower (bottom right). The plots have been
individually normalised.

To gain an understanding of the systematic uncer-
tainties in using networks trained on simulated data,
we study the behaviour of networks across a variety of
di↵erent generators and parton showers which all provide
an adequate description of current LHC data. We assume
that given a number of di↵erent ROC curves derived from
di↵erent generators and parton showers, the envelope of
these curves provides an approximate uncertainty band
associated with training the network on simulated, rather
than real, data.

Recently, Ref. [48] has studied parton shower uncer-
tainties in HERWIG 7. They divide the uncertainties into
a number of classes: numerical, parametric, algorithmic,
perturbative and phenomenological. Numerical uncer-
tainties can be decreased by increasing the number of
events, while parametric uncertainties are those external
to the MC generator: masses, couplings, PDFs and
so forth. The focus of our work in this section is on
algorithmic uncertainties, those due to di↵erent choices
of parton shower algorithm. The authors of Ref. [48]
focus on perturbative and phenomenological uncertain-
ties, which are from truncation of expansion series and
parameters deriving from non-perturbative models. Our
work is more in the spirit of the ‘Towards parton shower
variations’ contribution to the 2015 SM Les Houches
Proceedings [49]. Previous studies also exist within the
HERWIG framework on the implications of MC uncer-
tainties on jet substructure in the context of Higgs
searches [50].

We generate background and signal events with

three of the most widely used MC generators:
PYTHIA 8.219 [41], SHERPA 2.0 [51, 52] and HERWIG 7.0 [53,
54]. For PYTHIA 8 we study both the default shower
and the VINCIA shower [55, 56], and for HERWIG we
include both the default (angular ordered) and dipole
showers [57, 58], giving us five di↵erent parton shower
models to study.
The default HERWIG shower (known as QTilde) is based

on 1 ! 2 splittings using the DGLAP equations, with
an angular ordering criterion [59]. The SHERPA shower is
based on a Catani-Seymour dipole formalism [60]. In this
case one particle of the dipole is the emitter which under-
goes the splitting, while the other is a spectator which
compensates for the recoil from the splitting and ensures
that all particles remain on their mass-shells throughout
the shower, leading to easier integration with matching
and merging techniques. The default shower in PYTHIA 8
is also a dipole style shower [61], ordered in transverse
momentum.
While parton showers have traditionally been based

upon partonic DGLAP splitting functions, another possi-
bility is to consider colour-connected parton pairs which
undergo 2 ! 3 branchings (note that this is distinct
from Catani-Seymour dipoles used in SHERPA, where one
parton is still an emitter, and the other recoils). In
these so-called antenna showers, the 2-parton antenna
is described with a single radiation kernel. This has the
advantage, for instance, of explicitly including both the
soft and collinear limits. We use the recently released
VINCIA [55, 56] plug-in for PYTHIA 8 as a representative
antenna shower.
These event generators also provide di↵erent treat-

ments of the soft radiation from the underlying event
which accompanies each hard partonic scattering. They
also possess di↵erent implementations of the parton-to-
hadron fragmentation process being based either around
cluster fragmentation ideas (HERWIG and SHERPA) or the
Lund string model (PYTHIA), giving us a wide range of
QCD-related e↵ects to probe. To incorporate detector
e↵ects such as smearing we pass all events through
the Delphes 3 detector simulator [42]. In the studies
presented here, our baseline shower is PYTHIA 8 with its
default settings.
We construct average jet images for all five di↵erent

generators and showers under investigation, and then
subtract the default PYTHIA average jet image in order
to see the di↵erences in the average radiation patterns.
The results are shown in Fig. 3 for the W-jet signal. We
have normalised the intensity di↵erences of the pixels so
that red indicates a region of excess and blue a deficit
relative to the PYTHIA default. While the VINCIA is
roughly similar to the PYTHIA default, the SHERPA and
HERWIG dipole showers exhibit more intense radiation in
the resolved subjets and a substantial deficit in the region
between the subjets. The HERWIG angular shower shows
the opposite, with less radiation in the subjet cores and
more di↵use radiatioon. QCD radiation exhibits similar
features.

DNN classifiers 
can exploit 

subtle features

subtle features are 
hard to model !

we need to be 
careful about which 

models we use - 
only data is correct

N.B. not all of these have been tuned to the same data

Boosted W boson jets
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Figure 4: This figure shows the ROC curves of the PYTHIA (solid blue), VINCIA (dashed green), HERWIG angular (red dash-dot)
and dipole (dashed purple), and SHERPA (solid gold) showers for the DNN output (left) and the combination of the jet mass
and n-subjettiness ratio ⌧21 through a two-dimensional binned likelihood ratio (right). The lower panels show the ratio of
the ROCs with the default PYTHIA shower. All ROC curves are computed using jet images within a window on the jet mass,
50 < m < 110 GeV, and transverse momentum, 250 < pT < 300 GeV.

Next we show ROC curves for the di↵erent showers in
Fig. 4. We used the same network discussed in Section III
trained on the default PYTHIA shower (without zooming),
and then used events from the other generators and
parton showers as input, e.g. we ask a neural network
trained on the PYTHIA shower to discriminate between
QCD and W-jets from SHERPA.

We do not extend the ROC curves down to zero
signal e�ciency since they are more statistically limited
there. The PYTHIA ROC is higher than all other shower
e�ciency curves. While both the SHERPA and HERWIG
dipole images exhibit superficial similarities in Fig. 3, the
network is better at discriminating the SHERPA events.
At a fixed low signal e�ciency the HERWIG angular and
dipole showers have the lowest background rejection,
smaller than that obtained using the PYTHIA default by
a factor of two. The VINCIA and SHERPA showers have
a slightly lower rejection rate than the PYTHIA one. For
signal e�ciency of 50% the uncertainty from changing
the event generator is around 40%.

For large background rejection rate we note that the
network trained on the PYTHIA events has a lower e�-
ciency for selecting signal events generated from the other

showers, i.e. it is maximally e�cient for the shower
it was trained on. This may be due to the network
learning some features associated specifically with the
PYTHIA shower and thus performing well on PYTHIA-like
events.

We also show in Fig. 4 the ROC curves we obtain
for the trimmed jet mass and the n-subjettiness ratio
⌧21 ⌘ ⌧2/⌧1 [10] which is often used as a discriminating
variable in studies of jet substructure [62]. We see that
the neural network consistently outperforms these vari-
ables (in agreement with the conclusions already reached
in Ref. [29]). This result stands independent of the uncer-
tainty induced by the choice of event generator, although
the results for the HERWIG showers are close to being
degenerate with it.

In the right panel of Fig. 4 we show the ROC curves we
obtain from the combined jet mass and ⌧21 observables
for the di↵erent parton showers. We see that the parton
shower uncertainties in this case are very similar to those
obtained from the jet images. The uncertainties from
the varying the parton shower for the jet images are thus
of similar size to those associated other more common
variables, such as those found in theoretical studies of

Figure 8: ROC curves for the Pythia- and Herwig-trained CNNs applied to 200 GeV samples

generated with both of the generators. Remarkably, the network performance seems robust

to which samples are used for training.

and Figure 9 show the resulting ROC curves and distributions of convolutional network

outputs on the colored jet images. We find that the network is surprisingly insensitive to the

generator: the convolutional network trained on Pythia jets and tested on Herwig jets has

comparable performance to the convolutional network trained directly on Herwig jets and

tested on Herwig jets. This insensitivity is a positive sign for being able to train the network

on MC-generated jets and apply it to data robustly.

6 Conclusions

The ability to distinguish quark-initiated jets from gluon-initiated jets would be of tremendous

practical application at colliders like the LHC. For example, many signals of beyond the

standard model physics contain mostly quark jets, while their backgrounds are gluon-jet

dominated. Quark/gluon jet discrimination is also extremely challenging: correlations in

their radiation patterns and non-pertubative e↵ects like hadronization are hard to disentangle.

Thus this task is ideally suited for artificial intelligence.

In this paper, we have applied machine learning techniques developed for computer vi-

sion, namely deep convolutional artifical neural networks, to the quark/gluon di↵erentiation

problem. Overall, we find excellent performance of the deep networks. In particular, these

networks, which use essentially no input about the physics underlying the di↵erences be-

tween these two jet types, performs as well or better than a collection of the best physically

motivated observables from other studies (see Table 1).

– 17 –
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22Solution: Training Directly on Data
L. Dery et al. (BN) arXiv:1702.00414

tion of quark initiated jets varies between 0.21 and 0.32. Figure 3 shows that, while the individual
observables perform di↵erently in the high or low gluon e�ciency (true positive rate) regimes, their
combination in a NN gives consistently better performance. The weakly supervised classifier matches
the performance of the fully supervised NN, despite only knowing sample proportions instead of indi-
vidual event labels. By construction the weakly supervised classifier is also robust against a realistic
amount of mis-modeling in the input variables. This feature is tested by building a pseudo-data sample
where the probability distributions of n and w are distorted in the training sample to emulate the
di↵erence in e�ciency measured in Ref. [6]. The study in Ref. [6] found that a classifier extracted from
simulation is more powerful than one extracted from the data. This is reflected in the results presented
in the right plot of Fig. 3. When a fully supervised classifier is trained on a sample generated with
the same distribution as the test sample (mimicking training and testing on simulation), it achieves a
better performance than when trained on the original sample and tested on the distorted pseudo-data
(mimicking training on simulation and testing on data). In contrast, the weakly supervised classifier
can be trained directly on the distorted pseudo-data sample (representing the data) so is insensitive to
the mismodeling of the input variables. This results in a 10% bias from the standard procedure that
is avoided by the weakly supervised classifier. Even larger di↵erences may be expected from this and
other classification tasks that utilize even more input features or are more mis-modeled. The weakly
supervised classifier is robust and outperforms the standard supervised learning trained on simulation.

Figure 4: ROC curves for instance classification using five individual features and then combined
using a fully supervised network and the weakly supervised classifier.

4 Conclusions

We have presented a new approach to classification with NN in cases where class proportions are
known but individual labels are not readily available. This weakly supervised classification has broad
applicability and has been demonstrated in one important discrimination task in high energy physics:
quark versus gluon jet tagging. In the quark/gluon and related contexts, weakly supervised classifi-
cation provides a robust and powerful approach because it can be directly trained on examples from
(unlabeled) data instead of (labeled, but unreliable) simulation. The examples presented so far have
used a small number of input features to illustrate the ideas, but there is no algorithmic limitation on

– 6 –
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Figure 1: Z boson jet e�ciency vs. QCD jet rejection rate plot as generated by the deep neural

network. Details of the event simulation, jet finding, and machine learning are described in

Sec. 3. The di↵erent curves correspond to the mass plus collections of observables that uniquely

define M -body phase space. Discrimination power is seen to saturate when 4-body phase space

is resolved.

the M -body phase space observables to standard observables as a benchmark. We conclude in

Sec. 4. Additional details are in the appendices.

2 Observable Basis

In this section, we specify the basis of IRC safe observables that we use to identify structure in

the jet. For simplicity, we will exclusively use the N -subjettiness observables [24–26], however

this choice is not special. One could equivalently use the originally-defined N -point energy

correlation functions [27], or their generalization to di↵erent angular dependence [28]. Our

choice of using the N -subjettiness observbles in this analysis is mostly practical: the evaluation

time for the N -subjettiness observables is significantly less than for the energy correlation

functions. We also emphasize that the particular choice of observables below is to just ensure

that they actually span the phase space for emissions in a jet. There may be a more optimal

choice of a basis of observables, but optimization of the basis is beyond this paper.

The N -subjettiness observable ⌧
(�)
N is a measure of the radiation about N axes in the jet,

specified by an angular exponent � > 0:

⌧
(�)
N =

1

pTJ

X

i2Jet
pT i min

n

R�
1i, R

�
2i, . . . , R

�
Ni

o

. (2.1)

In this expression, pTJ is the transverse momentum of the jet of interest, pT i is the transverse

momentum of particle i in the jet, and RKi, for K = 1, 2, . . . , N , is the angle in pseudorapidity

and azimuth between particle i and axis K in the jet. There are numerous possible choices for

the N axes in the jet; in our numerical implementation, we choose to define them according
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FIG. 8. ROC curve for DNN trained on reconstruction level jets with di↵erent trimming and

constituent ordering applied. Successive preprocessing stages (scaling, translation, rotation and

flipping) are applied for all curves. The LHC 2016 pileup scenario was used.

tested on the data in a given pileup scenario. Testing a network on a pileup level on which
it had not been trained is also studied.

Figure 9 shows the performance training and testing on trimmed, reconstructed jets for
various levels of pileup. Thanks to the use of inputs from the trimmed jets, the sensitivity
to pileup is very small. Figure 10 shows the p

T

dependency on performance under various
pileup conditions. The overall trend is that the rejection at low p

T

is best for the high pileup
cases, whereas at high p

T

it is approximately 10% better for low pileup scenarios, though
again the dependency on pileup is rather small.

Another consideration is whether the DNN would need to be retrained for di↵erent pileup
scenarios. This does not appear to be the case for the pileup values expected at the LHC
Run 2. Figure 11 shows the performance when a network is first trained on one pileup
scenario, but then tested on a di↵erent scenario. The neural network again appears to be
relatively robust against pileup. Indeed the overall performance is almost better for the
cases with some pileup. A plausible hypothesis is that pileup essentially adds noise to the
data. A common machine learning technique is to augment the data by adding noise, or
using dropout [37] to make the DNN more robust to variations, and more able to pick out
the salient features required for classification. Thus, deep neural networks maybe be more
robust to e↵ects like pileup which essentially mimic more noise, compared to generator or
parton showering uncertainties which can greatly a↵ect the jet shapes [17].

13

6

FIG. 3. Jet classification performance for various input rep-
resentations of the RNN classifier, using kt topologies for the
embedding. The plot shows that there is significant improve-
ment from removing the image processing step and that sig-
nificant gains can be made with more accurate measurements
of the 4-momenta.

FIG. 4. Jet classification performance of the RNN classifier
based on various network topologies for the embedding (par-
ticles scenario). This plot shows that topology is significant,
as supported by the fact that results for kt, C/A and desc-pT
topologies improve over results for anti-kt, asc-pT and random
binary trees. Best results are achieved for C/A and desc-pT
topologies, depending on the metric considered.

further supported by the poor performance of the random
binary tree topology. We expected however that a simple
sequence (represented as a degenerate binary tree) based
on ascending and descending pT ordering would not per-
form particularly well, particularly since the topology
does not use any angular information. Surprisingly, the
simple descending pT ordering slightly outperforms the
RNNs based on kt and C/A topologies. The descending
pT network has the highest pT 4-momenta near the root
of the tree, which we expect to be the most important.
We suspect this is the reason that the descending pT out-
performs the ascending pT ordering on particles, but this
is not supported by the performance on towers. A similar
observation was already made in the context of natural
languages [24–26], where tree-based models have at best
only slightly outperformed simpler sequence-based net-
works. While recursive networks appear as a principled
choice, it is conjectured that recurrent networks may in
fact be able to discover and implicitly use recursive com-
positional structure by themselves, without supervision.
d. Gating The last factor that we varied was

whether or not to incorporate gating in the RNN. Adding
gating increases the number of parameters to 48,761, but
this is still about 20 times smaller than the number of
parameters in the MaxOut architectures used in previ-
ous jet image studies. Table I shows the performance of
the various RNN topologies with gating. While results
improve significantly with gating, most notably in terms
of R✏=50%, the trends in terms of topologies remain un-
changed.
e. Other variants Finally, we also considered a num-

ber of other variants. For example, we jointly trained
a classifier with the concatenated embeddings obtained
over kt and anti-kt topologies, but saw no significant
performance gain. We also tested the performance of
recursive activations transferred across topologies. For
instance, we used the recursive activation learned with
a kt topology when applied to an anti-kt topology and
observed a significant loss in performance. We also con-
sidered particle and tower level inputs with an additional
trimming preprocessing step, which was used for the jet
image studies, but we saw a significant loss in perfor-
mance. While the trimming degraded classification per-
formance, we did not evaluate the robustness to pileup
that motivates trimming and other jet grooming proce-
dures.

B. Infrared and Collinear Safety Studies

In proposing variables to characterize substructure,
physicists have been equally concerned with classification
performance and the ability to ensure various theoretical
properties of those variables. In particular, initial work
on jet algorithms focused on the Infrared-Collinear (IRC)
safe conditions:

• Infrared safety. The model is robust to augmenting
e with additional particles {vN+1, . . . ,vN+K} with

G. Louppe et al. 1702.00748
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Figure 4: Comparison of data and MC simulation for sample BDT outputs. (a)et ! tec0
1 scenario

in training region 1; (b)et ! bec+ scenario with x = 0.5 in training region 1; (c)et ! tec0
1 scenario

in training region 4; (d) et ! bec+ scenario with x = 0.5 in training region 3. Only the event
preselection is applied, and in all cases the last bin contains the overflow. Events in the signal
regions are further selected by requiring MT > 120 GeV and by applying BDT requirements
as indicated by the vertical dashed lines. We also overlay expectations for possible signals
with met = 250 GeV and mec0

1
= 50 GeV (panels (a) and (b)) and met = 650 GeV and mec0

1
=

50 GeV (panels (c) and (d)). For display purposes, these are scaled up by factors of 30 and 100
respectively.

collectively referred to as “single-lepton-top-quark” processes. The third largest background
consists of a variety of SM processes with small cross sections, including tt events produced
in association with a vector boson (ttW, ttZ, ttg), processes with two (WW, WZ, ZZ) and three
(WWW, WWZ, WZZ, ZZZ) electroweak vector bosons, and single-top-quark production in the
tW-channel. These processes are collectively referred to as the “rare” processes. The fourth and
final background contribution is from the production of W bosons with jets (W + jets). The
multijet contribution to the background is negligible in the signal regions due to the require-
ment of a high-pT isolated lepton, large MT, large Emiss

T , and a b-tagged jet. Here, “multijet”
refers to events composed entirely of jets, without a lepton, W or Z boson, or top quark.

Backgrounds are estimated from MC simulations, with small corrections (see below). The sim-
ulation is validated in control regions (CRs) designed to enrich the data sample in specific

CMYK - 95c / 9m / 0y / 83kPantone - PMS 547U

Logo: Small Color: please use the mix appropriate to your application

Default Typefaces

DEFAULT SAN SERIF TYPEFACE DEFAULT SERIF TYPEFACE

Arial
Regular
Italic
Bold
Bold Italic

ABCDEFGHIJKLMNOPQRSTUVWXYZ
abcdefghijklmnopqrstuvwxyz
1234567890

Rev 09/23/14

RGB - R 0 / G 57 / B 90 

Berkeley Lab Logo Usage

Times New Roman
Regular
Italic
Bold
Bold Italic

ABCDEFGHIJKLMNOPQRSTUVWXYZ
abcdefghijklmnopqrstuvwxyz
1234567890

Logo: Large

24NN, BDT, …

m]µLocal x resolution [
-150 -100 -50 0 50 100 150

Ar
bi

tra
ry

 U
ni

ts
0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

CCA Clustering

NN Clustering
ATLAS Simulation

=7 TeVs

3-pixel wide clusters

BDTG classifier response
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

Ev
en

ts
 / 

0.
05

-210

-110

1

10

210  = 8 TeV)sData 2012 (
SM Background
Z+jets

tt
ZZ,WZ
WW
single top

+Vtt
) = (300,50) GeV0

1
χ∼m(stop,

-1L dt ~ 20.3 fb∫  analysis
1
0
χ∼t + 

DF
4 different flavour  CR-l+l

ATLAS Preliminary

BDTG classifier response
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

D
at

a 
/ M

C

0.5
1

1.5

BDTG classifier response
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

Ev
en

ts
 / 

0.
05

-210

-110

1

10

210  = 8 TeV)sData 2012 (
SM Background
Z+jets

tt
ZZ,WZ
WW
single top

+Vtt
) = (300,50) GeV0

1
χ∼m(stop,

-1L dt ~ 20.3 fb∫  analysis
1
0
χ∼t + 

SF
2 same flavour  CR-l+l

ATLAS Preliminary

BDTG classifier response
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

D
at

a 
/ M

C

0.5
1

1.5

Figure 2: BDTG distributions of data and SM backgrounds for events in control regions CRDF
4 (top) and

CRSF
2 (bottom). The contributions from all SM backgrounds are shown; the bands represent the uncer-

tainty on the predicted yields due to the statistics of the simulated samples. The nominal backgrounds
are estimated from simulated samples normalised to the luminosity of the data. The expected distribution
for the signal point which was used to train the corresponding SR is also shown on each plot.
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Figure 12. Top: e� selection EP curve for e� and � images made from the validation sample.
Orange and cyan data points are from GoogLeNet and AlexNet respectively, trained for 5 particle
classification. Bottom: e� score distribution from GoogLeNet trained for 5 particle classification
where score is re-normalized for the purpose of e�/� separation.

e� selection e�ciency and purity from the validation set. The definition for an e�ciency
and purity is the same as how it was defined for the µ� selection study. The outer-most
point achieves an electron selection e�ciency of 83.0±0.7% with a purity of 82.0%, al-
though one might want to demand better separation at lower e�ciency depending on the
goals of an analysis.

e

�/� Indistinguishability The bottom plot in figure 12 shows an electron classification
score distribution for both e� and �. The separation is not as strong as compared to ⇡�/µ�:
the two types are essentially indistinguishable in the range of scores between roughly 0.3
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25Conclusions

Deep Convolutional Architectures for  
Jet-Images at the Large Hadron Collider

Introduction 
The Large Hadron Collider (LHC) at CERN is the largest and most powerful particle accelerator in 
the world, collecting 3,200 TB of proton-proton collision data every year. A true instance of Big 
Data, scientists use machine learning for rare-event detection, and hope to catch glimpses of new 
and uncharted physics at unprecedented collision energies.  

Our work focuses on the idea of the ATLAS detector as a camera, with events captured as 
images in 3D space. Drawing on the success of Convolutional Neural Networks in Computer 
Vision, we study the potential of deep leaning for interpreting LHC events in new ways.

The ATLAS detector 
The ATLAS detector is one of the two general-purpose experiments at the LHC. The 100 million 
channel detector captures snapshots of particle collisions occurring 40 million times per second. 
We focus our attention to the Calorimeter, which we treat as a digital camera in cylindrical space. 
Below, we see a snapshot of a 13 TeV proton-proton collision.

LHC Events as Images 
We transform the ATLAS coordinate system (η, φ) to a rectangular grid that allows for an image-
based grid arrangement. During a collision, energy from particles are deposited in pixels in (η, φ) 
space. We take these energy levels, and use them as the pixel intensities in a greyscale analogue. 
These images — called Jet Images — were first introduced by our group [JHEP 02 (2015) 118], 
enabling the connection between LHC physics event reconstruction and computer vision.. We 
transform each image in (η, φ), rotate around the jet-axis, and normalize each image, as is often 
done in Computer Vision, to account for non-discriminative difference in pixel intensities.  

In our experiments, we build discriminants on top of Jet Images to distinguish between a 
hypothetical new physics event, W’→ WZ, and a standard model background, QCD.  

Jet Image

Convolution Max-Pool Convolution Max-Pool Flatten

Fully  
Connected 
ReLU Unit

ReLU Dropout ReLU Dropout
Local 

Response 
Normalization

W’→ WZ event

Convolutions
Convolved  

Feature Layers

Max-Pooling

Repeat

Physics Performance Improvements 
Our analysis shows that Deep Convolutional Networks significantly improve the classification of 
new physics processes compared to state-of-the-art methods based on physics features, 
enhancing the discovery potential of the LHC.  More importantly, the improved performance 
suggests that the deep convolutional network is capturing features and representations beyond 
physics-motivated variables.  

Concluding Remarks 
We show that modern Deep Convolutional Architectures can significantly enhance the discovery 
potential of the LHC for new particles and phenomena. We hope to both inspire future research 
into Computer Vision-inspired techniques for particle discovery, and continue down this path 
towards increased discovery potential for new physics.

Difference in average 
image between signal 

and background

Deep Convolutional Networks 
Deep Learning — convolutional networks in particular — currently represent the state of the art in 
most image recognition tasks. We apply a deep convolutional architecture to Jet Images, and 
perform model selection. Below, we visualize a simple architecture used to great success.  

We found that architectures with large filters captured the physics response with a higher level of 
accuracy. The learned filters from the convolutional layers exhibit a two prong and location based 
structure that sheds light on phenomenological structures within jets. 

Visualizing Learning 
Below, we have the learned convolutional filters (left) and the difference in between the average 
signal and background image after applying the learned convolutional filters (right). This novel 
difference-visualization technique helps understand what the network learns.

2D  
Convolutions 
to Jet Images

Understanding Improvements 
Since the selection of physics-driven variables is driven by physical understanding, we want to be 
sure that the representations we learn are more than simple recombinations of basic physical 
variables. We introduce a new method to test this — we derive sample weights to apply such that 

meaning that physical variables have no discrimination power. Then, we apply our learned 
discriminant, and check for improvement in our figure of merit — the ROC curve.

Standard physically motivated 
discriminants — mass (top)  
and n-subjettiness (bottom)

Receiver Operating Characteristic

Notice that removing out the individual effects of 
the physics-related variables leads to a likelihood 
performance equivalent to a random guess, but 
the Deep Convolutional Network retains some 
discriminative power. This indicates that the deep 
network learns beyond theory-driven variables — 
we hypothesize these may have to do with 
density, shape, spread, and other spatially driven 
features.

Luke de Oliveiraa, Michael Aaron Kaganb, Lester Mackeyc, Benjamin Nachmanb, Ariel Schwartzmanb 

 
aStanford University, Institute for Computational and Mathematical Engineering (ICME), bSLAC National Accelerator Laboratory,  cStanford University, Department of Statistics 

The key to robustness is to 
study what is being learned; 
this may even help us to learn 
something new about the SM!
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powerful tools for fully exploiting 
the physics program at the LHC
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27Pre-processing: Zooming 4

Figure 1: We show the average jet images obtained for
hadronic W bosons and QCD as modelled by the PYTHIA

default shower. The images on the top have been prepro-
cessed in the standard way, while those on the bottom have
also undergone the zooming procedure outlined in Section III.
The axes are left unlabelled since they do not correspond to
the physical ⌘ and � dimensions following image rotations,
reflections, and zooming. Pixels are coloured according to
higher (red) and lower (blue) average normalised pixel inten-
sities.

In Fig. 1 we show the average jet images for boosted W
and QCD jets in the range 200 < pT < 500 GeV for the
default PYTHIA shower using the standard preprocessing
in the top panels, and using the zooming procedure in
the bottom panels. For the W-jets we note the zooming
procedure results in a more regular and compact average
shower shape, and that the second (lower pT ) subjet
becomes better spatially defined as expected. While the
average image of the QCD jets becomes more compact,
the subjets remain somewhat smeared compared with the
W-jets. Since the subjets do not originate in the decay
of a heavy resonance and hence are not associated with
a specific mass scale this is not a surprise.

An obvious conceptual advantage of using the zooming
technique is that it makes the construction of scale-
invariant taggers easier. Scale invariant searches [32–35]
which are able to interpolate between the boosted and
resolved parts of phase space have the advantage of being
applicable over a broad range of masses and kinematics,
allowing a single search or analysis to be e↵ective where
previously more than one may have been necessary.

We show in Fig. 2 the ROC curves for two di↵erent
neural networks: the first (the solid blue line) was trained
without zooming, while the second (the green dashed

Figure 2: The ROC curves for the zoomed (solid blue) and
unzoomed (dashed green) jet images for the PYTHIA default
shower. The lower panel shows the ratio of the zoomed to
unzoomed e�ciencies, also showing the e�ciency sliced in bins
from 200 < pT < 300 GeV (dot-dashed red) and 300 < pT <
500 GeV (short dashed blue).

line) used zooming. Both networks were trained and
tested on samples of jet images in the mass window
50 < m < 110 GeV and a large pT range, 200 < pT <
500 GeV. As predicted, the zoomed network outperforms
the unzoomed one, particularly at low signal e�ciency,
where the background rejection rises by around 20%.
We obtain similar results when we do not restrict the
sample of jet images within a mass window. We find
that the zooming has the greatest e↵ect at high pT . For
less boosted W decays the enhancement in background
rejection is around 10% which rises to just over 20% for
300 < pT < 500 GeV.

IV. EVENT GENERATOR DEPENDENCY

The networks require supervised training prior to being
applied on unlabelled data. Since it is di�cult to isolate
regions of very high signal purity, training on simulated
data is necessary before application to real LHC events.
However, all MC event generators and parton showers are
only approximations to the full Standard Model. Under-
standing what features of QCD a DNN is learning about,
and whether it is learning event generator-dependent
approximations is thus an important question. Further-
more, there are features of real-world QCD such as colour
reconnection which, while modelled in the parton shower,
are in reality poorly understood. We will not attempt to
quantify those e↵ects in this work.

“Zooming” (two-prong)
J. Barnard et al. 1609.00607


