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USING “STANDARD” HEP TOOLS

EuPRAXIA will implement an innovative technique for accelerating electrons

But once accelerated, these e are just “regular” electrons in the GeV range

“Standard” simulation tools of particle transport in matter used in HEP are
hence well suited to simulate transport of these electrons in beam lines and
interactions of these e~ (and subsequent daughters) in the environment

Amount ?

Particle type ?
accelerated electrons shield/walls Etc.

Limitations of HEP transport codes:

Acceleration phase in plasma involves collective effects
= |In the plasma
= In the beam
that are beyond the scope of the HEP particle transport codes

These transport codes assume:
= Independent particles
= Immutable materials

This, by default.

= With a toolkit like Geant4, it is always possible to work +/- hard to move +/- away from these
assumptions... (if very needed). 2
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Geant4 Software

Introduction

Geant4 is being used in many different fields where simulation of
radiation passing through and interacting with macter is critical.
User domains include: high energy and nuclear physics, medical
physics and space engineering, shielding protection and more

Its abstract layers based on robust OO design enables flexibility
and extendibility of the code, and its open-source code and open
collaboration have allowed substantial extensions of the code.
New features are constantly added to the code, while increasing
attention is paid to improving software performance and
rabustness by employing cutting-edge software engineering
technologies.

New physics
The flexibility and extendibility of
Geant4 design allows it to be applied
te new physics domains. These include
the physics of condensed matter
(phenen transportation in crystals,
drift of electrons and holes in
semiconductors) and processes for  matier G
bio-chemical substances and DNA. P
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Geometry
The flexibility and excendibility of

Geant4 design also enables handling rich
collection of shapes including CSG
(Constructed Solid Geometry), Boalean
operation, Tessellated solid, etc. and the
user can easily add new shapes. Geant#4
geometry navigation can deal with
setups up to billions of volumes with
automatic optimization. In addition,
geometry models can be ‘dynamic’ ie.
changing the setup at run-time, e.g.
“moving objects”

Software quality assurance

Geant4 uses modern tools to manage the code and improve code
quality: from handling issues with JIRA to continuous testing
integration with CTest/CDash, profiler based optimizations,
Quality/Assurance (Coverity,Valgrind, etc.), and IDE integration
(Xcode, Eclipse, VisualStudic).
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New era - Geant4 version 10 series
The new release of Geant4 —Version 10.0 (December 2013)
include event-level parallelism via multi-threading. To efficiently R
use new computing architectures the workload of a single job is
sub-divided to many worker threads each responsible for the
simulation of one or more events. Version 10.0 has already shown
good scalability on a number of different architectures: Intel Xeon
servers, Intel Xeon Phi co-processors and low-power ARM
processors

+ Further
refinements

Intel Xeon Phi 7120P

T

Total memory consumption of Intel
Xeon Phi 7120 @ 1.238GHz

Investments for the future

Geant4 collaboration members are participating in various

plorations of emerging t These technologies include
‘GPU/CUDA, OpenCL, OpenACC, vectorization, DSL, ete ' ‘
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Gamma-therapy simulation running on NVIDIA _
LGPGPU (Stanford/SLAC/KEK projec with
support of NVIDIA)
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MULTI-THREADING : THE INTEREST FOR

BIG APPLICATIONS

Detector geometry & Transient per event
cross-section tables MEMORY SPACE data (tracks, hits, etc.)

Without MT
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BEAM TRANSPORT SOFTWARES

®= Tools based on Geant4 like BDSIM or G4Beamline provide
functionalities to transport beams

Provide a layer of functionalities built on top of Geant4 libraries
Meaning the physics interactions are the Geant4 ones

® These beam line simulation tools can be found at:

= G4beamline more oriented to muons transport

= BDSIM used by ILC, CLIC, XFEL, etc.
Certainly a good candidate to consider for EUPRAXIA


https://twiki.ph.rhul.ac.uk/twiki/bin/view/PP/JAI/BdSim
https://twiki.ph.rhul.ac.uk/twiki/bin/view/PP/JAI/BdSim
http://www.muonsinternal.com/muons3/G4beamline
http://www.muonsinternal.com/muons3/G4beamline

BDSIM

Beam Delivery SIMulation

® Transport particles through accelerators and detectors
= Provides:
Single particle Monte-Carlo simulations of particle accelerators
Simulation of beam loss in a particle accelerator
Simulation of detector backgrounds from halo and machine background sources

= Beam line described )
Using pre-defined elements :/rift % magnets...

collimators...

... or user-defined ones...

— Without secondaries

E10°
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ENVIRONMENT SIMULATION

®= Mainly regarding radioprotection issues
With in particular the case of shielding

= |n itself, this does not involve special physics
But the setup makes the simulation of the problem very slow, sometimes impracticable...

Remaining flux we want

Incident flux )
to estimate

® There are techniques to overcome such difficulties
Called “biased simulation”, “variance reduction”, “event biasing”...
They are aiming at boosting the simulation of “rare events”

® |In the case of the shielding, several techniques exist

Let’s illustrate with one
7
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but several techniques exist

7

This is one example

In addition, Geant4 allows you to create your own.

One comment though:

These are powerful techniques, but delicate to handle




CONCLUSION

Beam transport and environment simulations at EUPRAXIA do not seem
to face difficulties at the level of principles

Existing HEP tools look well adapted

Geant4 is well suited
Both for functionalities and physics coverage

Beam transport can be tried with BDSIM
Good candidate to start with

Acceleration techniques also exist to treat problems like the
radioprotection one

Of course, this does not mean that practical work is straightforward !

Note : as Geant4 member | underlined Geant4, but other tools exist :
FLUKA, MCNP, etc.



