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LHC machine evolution 

Johannes Albrecht 

Run 1 
0.75 x 1034cm-2s-1 

50ns bunches 
pileup ~40 

Run 2 
1.5 x 1034cm-2s-1 
25ns bunches 

pileup ~40 

Run 3 
2.2 x 1034cm-2s-1 
25ns bunches 

pileup ~60 

Run 4 
5 x 1034cm-2s-1 
25ns bunches 

pileup ~140 - 200 

Integrated luminosity Pileup 
GPD LHCb GPD 

Run 1 3 25 40 
Run 2 10 100 40 
Run 3 25 300 60 
Run 4 ? +300/a 140-200 

Focus of this talk 
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Recording of all LHC data?  

Johannes Albrecht 

4

Wikipedia/NASA

Limitations to recording all LHC data

Bandwidth = Event rate x Event size

Limited by: 
fast read-out of o(100M) detector channels 

computing resources (reconstruction) 
disk storage (saving for further processing)  
everyone else’s favourite physics channel 

LHC: 40 MHz  
ATLAS: 1 kHz  

LHCb: 12.5 kHz 
CMS: 1 kHz

(Reconstructed) 
ATLAS: o(MB) 

LHCb: ~100 kB 
CMS:  o(MB)

Introduction Monitoring and calibration Delayed reconstruction Real-time analysis

Run 2: 

Event size 
ATLAS: 1-1.5 MB 

CMS 1-1.5 MB 
LHCb ~100kB  

Detector readout 
ATLAS: ~100kHz  
CMS: ~100kHz 

LHCb 1MHz  

Run 3: 

Detector readout 
ATLAS: 0.4MHz  

CMS: 0.5-0.75KHz 
LHCb 40MHz  

•  Two bottlenecks: 
–  Read-out bandwidth: 

Fast read-out of O(100M) detector channels  
–  Bandwidth to storage: 

Offline computing resources for reconstruction, storage 
 

Right now: Data Volume to farm ~ equal in ATLAS, CMS, LHCb 
à Run 3 LHCb will increase it by factor 60  

(ATLAS & CMS come for Run 4) 
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LHCb’s Run 3 signal rates 

Johannes Albrecht 

•  Challenge: every event contains signal 
–  0.2 b-hadrons, 1.5 c-hadrons, 33 light-long-lived 

•  Must go beyond rejecting background  
à classify signal and choose wisely   

•  PT and lifetime alone not sufficient to reduce rate 
à requires all available detector information 

• Average pp collisions per bunch crossing: 2.0→7.6 
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• PT and IP alone not sufficient to reduce rate: requires all available detector information…

The LHCb Trigger
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Upgrade conditions
LHCb-PUB-2014-027 in preparation

I Average inelastic + elastic pp collisions per visible bunch crossing: ⌫ = 2.0! 7.6

Run I Per event with vertex in VELO Rate [GB/s]

b-hadrons 0.0258± 0.0004 0.0029± 0.0001 0.9
c-hadrons 0.297± 0.001 0.0422± 0.0005 3.3
light, long-lived hadrons 8.04± 0.01 0.511± 0.002 1.1

Upgrade Per event with vertex in VELO Rate [GB/s]

b-hadrons 0.1572± 0.0004 0.01874± 0.0001 27
c-hadrons 1.422± 0.001 0.2138± 0.0005 80
light, long-lived hadrons 33.291± 0.006 2.084± 0.001 26

I Upgrade trigger challenge is one of categorisation, not event rejection
I Use the maximum available information to distinguish between signals 16 / 23
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Upgrade Environment
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Upgrade Environment
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LHCb: 30MHz reconstruction Upgrade Trigger
• Offline-quality tracking, in 

software, is possible @ 30 MHz  

• Estimated trigger farm: O(1000) 
servers, 2.8 MCHF. 

• Tracking requires 5.4 ms/event, 
out of an estimated budget of 
13 ms/event @ 30 MHz  (*) 

• Thanks to the upgraded vertex 
detector & tracker designs! 

• Converge online and offline 
reconstruction.

The LHCb Trigger

Introduction

The Run I trigger

Level 0

Bu↵ering

HLT1

HLT2

Performance

Run II

Upgrade

Tracking

Selections

Conclusions

C. Fitzpatrick

05/15/2014

Upgrade tracking strategy

LHCb-PUB-2014-028 in preparation

I O✏ine-quality tracking at 30 MHz is possible in software!

I Tracking sequence uses 5.4 ms/event

I LHCb trigger and farm budget:
2.8 MCHf, O (1000) nodes

I Trigger timing budget: 13 ms/event

I Robustness and flexibility are a major
advantage

I See Umberto’s talk next for more
details

I LHCb will be the first collider experiment to operate an all-software trigger at full
event rate

17 / 23

(*) on our  2011 reference machine: Intel X5650 (Westmere) @ 2.67 GHz

Johannes Albrecht 

•  Offline-quality tracking in 
software possible @ 30MHz 

–  Uses about 50% of estimated 
budget (~3MCHF farm) 

–  Thanks to upgraded vertex 
detector & tracker designs 

–  Vetex detector outside of dipole 
magnet 

•  Converge online and offline 
reconstructions 

–  Already significant steps 
accomplished for Run 2 

•  FPGA assisted tracking was 
tested and found not to be 
cost effective  

24. January 2017 5/13 



Trigger aware analysis 

11

Trigger-aware analyses

CMS/ATLAS → Data Scouting 
LHCb → Turbo Stream 

Wikipedia/NASA

Reconstruction at 
the trigger level

Fully reconstructed 
object in event

Measurement/ 
Search

Raw data

Events accepted 
by trigger system

Parked 
raw data

CMS/ATLAS  
→ Data Parking 
Delayed stream

Delayed event 
reconstruction

‘Bypass’ storage limitation 
(trigger selection) by: 

• moving analysis online 
• saving only selected information 

rather than fewer full events

Reduce immediate 
reconstruction 
overhead by: 

• saving data 
• reconstructing 

it (much) later

Introduction Monitoring and calibration Delayed reconstruction Real-time analysis

Johannes Albrecht 
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rather than fewer full events

Reduce immediate 
reconstruction 
overhead by: 

• saving data 
• reconstructing 

it (much) later

Introduction Monitoring and calibration Delayed reconstruction Real-time analysis

Figure: C. Doglioni 
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Interlude: calibration and reconstruction 

21

Wikipedia/NASA

Interlude: calibration and reconstruction
Introduction Monitoring and calibration Delayed reconstruction Real-time analysis

Online event  
Reconstruction

Events at trigger level 
good for analysis

Online calibration  
of the detector

LHCb: buffering data on 
disk allows for precise 

detector alignment 
and calibration 

LHCb/ATLAS/CMS:  
~same reconstruction 
software and inputs  
online and offline 

Johannes Albrecht 24. January 2017 7/13 



Offline and online reconstruction 

Johannes Albrecht 

Online-Offline differences in Run 1: 
Pattern recognition, alignment & calibration, 

no hadron PID online, selections 

Goal for Run 2: 
•  Same reconstruction online and offline 
•  Needs online calibration & alignment 

Online: 
compromise 
between 
performance and 
stringent timing 
requirements 

Offline: 
Best available 
performance,  
less timing 
constraints 

24. January 2017 8/13 



Offline and online reconstruction 

Johannes Albrecht 

Online-Offline differences in Run 1: 
Pattern recognition, alignment & calibration, 

no hadron PID online, selections 

Goal for Run 2: 
•  Same reconstruction online and offline 
•  Needs online calibration & alignment 
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Run 1 example:  
Lifetime measurement Online: 

compromise 
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performance and 
stringent timing 
requirements 
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Best available 
performance,  
less timing 
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Real-time alignment and calibration 

Johannes Albrecht 

2012 offline 
2015 trigger 

24. January 2017 10/13 



Run 1 à Run 2 

Johannes Albrecht 

S. Stahl LHCb High Level Trigger, EPS-HEP 2015  3

Event selection at LHCb

● HLT, so'ware trigger:

– Running on large farm

– Split in HLT1 and HLT2

– Selects events for o.ine analysis

● Physics analysis

L0 e1ciencies: Int.J.Mod.Phys. A30 (2015) 1530022

Deferred triggering 

LHC delivers stable beams only for 30 % of the time 
 −> Event Filter Farm is unused for the rest  
 
deferred triggering: 
!  20 % of the L0 triggered events are  
     temporarily saved  
!  analyzed later during inter-fill gaps 
 
 
 
 
 
 
 
 
 
gain of CPU time used to improve reconstruction: 
    decrease minimum pT from 500 to 300 MeV  
    special reconstruction for long-lived particles 

C. Linn (CERN) | LHCb trigger PANIC 2014, Hamburg 6 

Introduction The Run I trigger Run II

Deferred Trigger
Maximizing Usage of Computing Resources

40 MHz bunch crossing rate

450 kHz
h±

400 kHz
µ/µµ

150 kHz
e/γ

L0 Hardware Trigger : 1 MHz 
readout, high ET/PT signatures

Software High Level Trigger

29000 Logical CPU cores

Offline reconstruction tuned to trigger 
time constraints

Mixture of exclusive and inclusive 
selection algorithms

5 kHZ Rate to storage

Defer 20% to disk

Farm nodes idle between fills, large disks (1PB
total) not used by HLT software
Buffer 20% of L0 events on EFF disks, process in
inter-fill time
Effective 25% Extra CPU allowed us to lower
tracking thresholds from pT = 500! 300MeV
Increased efficiency for charm signatures
Peak disk usage, 88% after > 16h fill

Disk usage in % of 1 PB storage used as function of time

Made possible thanks to the ingenuity of the LHCb online team!S. Neubert | LHCb Trigger in Run I and Prospects for Run II 6/17

Disk usage in % as function of time 

Run 1 (2012) Run 2 (2015) 

Buffer 20% to disk 

•  Extremely large σbb and σcc in LHC hadron collisions at 13TeV 
–  corresponds to 45kHz bb and 1MHz cc in acceptance 

•  Trigger system classifies signal to large extend 
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LHCb: offline vs online reconstruction 

28

Wikipedia/NASA

LHCb Offline vs online reconstruction

Introduction Monitoring and calibration Delayed reconstruction Real-time analysis

Run-2: online and offline reconstructions effectively the same 

Real-time calibration in Turbo Stream:  
in minutes, realign with fresh data and 

update constants if needed 
Possible thanks to HLT/calibration farm 

computing power

Run-1 buffering

LHCb-TALK-2015-066 

See also: ALICE 

B. Storaci, CERN Seminar Run 2

Johannes Albrecht 

Deferred triggering 

S. Stahl LHCb High Level Trigger, EPS-HEP 2015  5

Deferred triggering
● Event Filter Farm doubled in Run 2:

– 800 new nodes and 1000 old nodes, 50880 logical cores, 5 MCHF

● LHC stable beams 30% of time

C 70% idle time

● Write data to disk, 

process between �lls

– 5000 TB in farm

● Run 1:

Defer 20% of L0 accepted events

C 25% more eFective CPU power

● Run 2:

Defer all HLT1 accepted events

C Fewer events

● More time for reconstruction 
● Calibration between 

HLT1 and HLT2 possible

LHCb

preliminary

Johannes Albrecht 

Disk space sufficient to store 160 hours  
of HLT1 events (60kB,150kHz) 

18. January 2016 12/21 
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Summary ?  

•  LHCb performs its big upgrade after Run2  
–  Data rate in farm now: ~ same as ATLAS /CMS 

à Run 3 factor 30 increase! 

•  Signal dominated:  
We need to select the right signal to reduce data rate  
 

•  Hence, we need to reconstruct the full event in real time  
–  Real time calibration and fast reconstruction  
–  CPU growth??? 

Johannes Albrecht 24. January 2017 13/13 



LHCb: Turbo stream 

29

Wikipedia/NASA

LHCb: Turbo Stream
B. Storaci, CERN Seminar 

✤Turbo stream:  
✤ more rate, less detail 
✤ no offline recalibration 
✤ keep only subset of objects 

  (event size: )  
✤ 24h turnaround in analysis  

✤ Full stream:  
✤ fewer but more precise events 
✤ can reprocess offline 
✤ keep full event 

 (event size: ) 

LHCb-PROC-2015-013 

Turbo Stream: 20% of the trigger at 2% of the cost

Introduction Monitoring and calibration Delayed reconstruction Real-time analysis

Johannes Albrecht 

Physics cases: signal dominated channels  
(charm, strange but also hard to select channel like τàµµµ) 

Trigger data analysis: “Turbo stream” 

S. Stahl LHCb High Level Trigger, EPS-HEP 2015  11

Turbo stream
● Online has o.ine quality

C use it for physics analyses

● Turbo stream:

– Write out full information of 

trigger candidates

– Urow away raw event data

C Saves a lot of space

● Ideal for analyses with very 

high signal yields (millions)

● Extremely quick turn around

Measurement of diFerential 

charm cross-section:

Measurement of diFerential  

J/Q cross-section:

Prompt J/Q J/Q from B

LHCb-PAPER-2015-037

I. Komarov, QCD 24.7.,  “First LHCb results from the 13 TeV LHC data”

Johannes Albrecht 18. January 2016 18/21 

S. Benson, CHEP 2015, LHCb-PROC-2015-013 

Turbo stream 
�� Some analyses performed directly on the 

trigger output 

�� Storing only selected candidates to reduce                
event  size � Save ~90% of space 

�� Analysis with large yields: possible to     
reduce the pre-scaling of all the channels    
that were trigger output rate constrained 

Silvia Borghi LHCC, 2 December 2015 47 

Trigger output (12.5 kHz) 

User analysis 

Turbo stream 
2.5 kHz: ~5kB per event 
� 12.5 Mb/s output rate 

Full stream 
10 kHz: ~70kB per event 
�  700 Mb/s output rate 

Offline 
reconstruction 

Run 2 numbers: 

24. January 2017 14/13 



LHCb data in Run 3 

Johannes Albrecht 

Trigger data analysis: “Turbo stream” 

S. Stahl LHCb High Level Trigger, EPS-HEP 2015  11

Turbo stream
● Online has o.ine quality

C use it for physics analyses

● Turbo stream:

– Write out full information of 

trigger candidates

– Urow away raw event data

C Saves a lot of space

● Ideal for analyses with very 

high signal yields (millions)

● Extremely quick turn around

Measurement of diFerential 

charm cross-section:

Measurement of diFerential  

J/Q cross-section:

Prompt J/Q J/Q from B

LHCb-PAPER-2015-037

I. Komarov, QCD 24.7.,  “First LHCb results from the 13 TeV LHC data”

Johannes Albrecht 

Charm production at 13TeV 

18. January 2016 19/21 

S. Benson, CHEP 2015, LHCb-PROC-2015-013 

•  Proof of principle done in 2015: 
two paper published on turbo stream  

–  Charm cross section at 13 TeV 
–  J/ψ and b cross section at 13 TeV 

•  Extremely fast turnaround 
–  Analysis presented 1 week after data 

taking 
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One slide on physics 

•  LHCb: proof-of-principle inclusive trigger for Run 3 
(smart trigger utilizing BDT) 

  
 
à  Full software trigger allows a factor 4 in efficiency for    

     hadronic modes  
à @high output bandwidth or partial event saving 

Johannes Albrecht 

Upgrade Topological Trigger

• Same principle as Run 1  : 
preselect displaced tracks with 
∑ PT, followed by BBDT 

• Timing: <0.1 ms (*) 

• At 25-50 kHz output rate, large 
efficiency gains over Run 1 

• red:          run 1 efficiency 

• green: 2x run 1 efficiency 

• LHCb-PUB-2014-031
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(*) on our  2011 reference machine: Intel X5650 (Westmere) @ 2.67 GHz
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Run 1 efficiency 
2xRun 1 efficiency 

LHCb-PUB-2014-031 
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