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Introduction and Apologies

I will not try to review all high-energy theory activities in 
Switzerland. For the talk to be at least semi-coherent, I 
will focus on the area of perturbative calculations of 
collider processes at high energies: 

strong effort in Switzerland,
relevant for LHC,
several interesting new developments in the past few 
years.
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predictions for the LHC

Precise predictions are crucial for the physics program at 
the LHC.

QCD effects present the main challenge:
rich phenomenology, produces backgrounds to many 
new physics signals,
large coupling constant, leading order perturbation 
theory is often not sufficient,
need to control non-perturbative effects 
(hadronisation, PDFs, ...).

LHC: higher energy and luminosity → higher 
precision and higher multiplicity final states.
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Challenges
Many loops

NNLO to Higgs production
NNLO corrections to
Towards top production at NNLO

Many legs
Unitarity methods, recursion relations

Many scales
Effective theory calculations and resummation of 
large perturbative logarithms
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e+e− → 3 jets
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Many Legs @ NLO
A pressing problem in pQCD are NLO calculations of 
processes with high multiplicity final states

pp → ≥ 4 jets, pp → (W, Z) + ≥ 3 jets, pp → (W W, 
W Z, WW) + ≥ 2 jets, ...

Obtaining the NLO description is important because
NLO corrections are larger for high-multiplicity final 
states,
they become more abundant at the LHC, and
such final states are backgrounds to many New 
Physics searches.
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many legs
Standard Feynman diagram approach to perturbative 
calculations becomes increasingly difficult:
1. Number of diagrams grows factorially with the number of 

external legs.
2. Passarino-Veltman reduction to scalar integrals produces 

large number of terms and is numerically unstable when 
external momenta are linearly dependent.

Two approaches
improve traditional method, in particular tensor reduction,
abandon diagrammatic technique in favor of an approach 
based on recursion relations and unitarity.
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At tree level, recursion relations provide an efficient 
way to calculate processes with large multiplicites

avoids factorial growth in time
Use recursion relations and generalized unitarity to 
construct one-loop amplitudes. Bern et al., Britto, Cachazo and 

Feng. Simple numerical implementation: Ossola, Padadopoulos 
and Pittau.

Recycles trees into loops!
Initially, only part of the answer could be obtained. 
Elegant construction of missing rational part provided 
by Ellis, Giele, Kunszt, Melnikov ’08

New Approach:Recycling
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2→4 at Hadron colliders
This year, the first full results for 2 → 4 processes at 
hadron colliders were obtained. 

                     Bredenstein, Denner, Dittmaier and Pozzorini. 
Important background to 

Highly optimized diagrammatic calculation
                                  by two groups: Ellis, Melnikov and 
Zanderighi; Black Hat Collaboration: Berger, Bern, Dixon, Febres Cordero, Forde, 
Gleisberg, Ita,  Kosower, Maitre

based on unitarity and recursion relations. First 
calculation is based on method by Ellis, Giele, Kunszt and 
Melnikov
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pp→ tt̄ bb̄
pp→ tt̄ H

pp→W + 3 jets

http://www-spires.fnal.gov/spires/find/wwwhepau/wwwscan?rawcmd=fin+%22Berger%2C%20C%2EF%2E%22
http://www-spires.fnal.gov/spires/find/wwwhepau/wwwscan?rawcmd=fin+%22Berger%2C%20C%2EF%2E%22
http://www-spires.fnal.gov/spires/find/wwwhepau/wwwscan?rawcmd=fin+%22Bern%2C%20Z%2E%22
http://www-spires.fnal.gov/spires/find/wwwhepau/wwwscan?rawcmd=fin+%22Bern%2C%20Z%2E%22
http://www-spires.fnal.gov/spires/find/wwwhepau/wwwscan?rawcmd=fin+%22Dixon%2C%20L%2EJ%2E%22
http://www-spires.fnal.gov/spires/find/wwwhepau/wwwscan?rawcmd=fin+%22Dixon%2C%20L%2EJ%2E%22
http://www-spires.fnal.gov/spires/find/wwwhepau/wwwscan?rawcmd=fin+%22Febres%20Cordero%2C%20F%2E%22
http://www-spires.fnal.gov/spires/find/wwwhepau/wwwscan?rawcmd=fin+%22Febres%20Cordero%2C%20F%2E%22
http://www-spires.fnal.gov/spires/find/wwwhepau/wwwscan?rawcmd=fin+%22Forde%2C%20D%2E%22
http://www-spires.fnal.gov/spires/find/wwwhepau/wwwscan?rawcmd=fin+%22Forde%2C%20D%2E%22
http://www-spires.fnal.gov/spires/find/wwwhepau/wwwscan?rawcmd=fin+%22Gleisberg%2C%20T%2E%22
http://www-spires.fnal.gov/spires/find/wwwhepau/wwwscan?rawcmd=fin+%22Gleisberg%2C%20T%2E%22
http://www-spires.fnal.gov/spires/find/wwwhepau/wwwscan?rawcmd=fin+%22Ita%2C%20H%2E%22
http://www-spires.fnal.gov/spires/find/wwwhepau/wwwscan?rawcmd=fin+%22Ita%2C%20H%2E%22
http://www-spires.fnal.gov/spires/find/wwwhepau/wwwscan?rawcmd=fin+%22Kosower%2C%20D%2EA%2E%22
http://www-spires.fnal.gov/spires/find/wwwhepau/wwwscan?rawcmd=fin+%22Kosower%2C%20D%2EA%2E%22
http://www-spires.fnal.gov/spires/find/wwwhepau/wwwscan?rawcmd=fin+%22Maitre%2C%20D%2E%22
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tevatron predictions

Comparison is complicated by the fact that the jet-
algorithm used by CDF is not infrared safe.

Introduces hard-to-estimate systematical uncertainty 
into comparison with theory.
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FIG. 1: The transverse energy distribution of the third hardest jet for W + 3 jet inclusive produc-

tion cross-section at the Tevatron for SIScone (left) and anti-k⊥ (right) jet algorithms. All cuts and

parameters relevant for deriving these distributions are described in the text. Leading color adjust-

ment procedure is applied. For experimental points, statistical and systematic uncertainties are

combined in quadrature. Bands illustrate scale dependence at leading (green) and next-to-leading

order (red).

ξ, introduced at the previous Section, we find ξNLO
SIScone = 1.25 and ξNLO

anti−k⊥
= 1.15 which

implies that overall uncertainty in the NLO QCD prediction is twenty five percent or better.

Compared to leading order predictions, the uncertainty is reduced by at least a factor of

four.

We also find that the difference between NLO cross-sections computed with SIScone and

anti-k⊥ is smaller than the difference between corresponding leading order cross-sections.

Nevertheless, the difference at NLO is about ten percent and therefore not negligible. Ex-

perimental data seems to be closer to SIScone; however, given a twenty percent uncertainty

in data and up to twenty percent uncertainty in the NLO results, no inconsistency can be

claimed.

CDF published the transverse energy distribution of the third hardest jet in W + 3

jet inclusive production cross-section. In Fig 1, we compare the theoretical prediction for

this distribution at leading and next-to-leading order with experimental data for the two jet

algorithms. For experimental points, statistical and systematic uncertainties are combined in

quadrature. Theoretical results are rescaled byR = 0.91 bin-by-bin, following the discussion

Ellis, Melnikov and Zanderighi ’09
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NNLO calculations

Only a handful of processes are known at NNLO, in 
particular for fully differential cross sections

Higgs boson production Anastasiou, Melnikov and Petriello 
’04, 

Drell-Yan lepton pair production Melnikov and Petriello 
’06

e+e− → 2 jets Anastasiou, Melnikov and Petriello ’04,  
Weinzierl ’06

e+e− → 3 jets Gehrmann, Gehrmann-De Ridder , Glover 
and Heinrich ’07, Weinzierl ’09
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Higgs production
Recent theoretical developments 

Faster codes, suitable for detailed phenomenological 
studies Anastasiou, Dissertori, Stöckli ’08; Grazzini ’08

Two-loop gg →  h, H amplitudes in the MSSM Anastasiou, 
Boughezal, Petriello ’08

Effective theory analysis of the total cross section, all-
order resummation of dominant corrections to gg → H  
form factor Ahrens, TB, Neubert and Yang ’08

Calculation of mixed QCD-electroweak corrections 
Anastasiou, Beerli, Daleo ’08

Recalculation of finite heavy-quark mass effects 
Anastasiou, Bucherer, Kunszt ’09
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Higgs production
Updated predictions for the NNLO total production cross 
section by several groups. 

Detailed phenomenological studies of NNLO QCD 
effects in

in the Tevatron search Anastasiou, Dissertori, Grazzini, 
Stöckli, Webber ’09
at the LHC Anastasiou, Dissertori, Stöckli, Webber ’08
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H →W+ W− → !+ν !−ν̄

MRST01 MRST04 MRST06 MSTW08

Tevatron
mH=170 GeV

0.3833 0.3988 0.3943±5% 0.3444±10%

LHC,10 TeV
mH=120 GeV

28.9 29.9 32.6 35.4

Anastasiou, Boughezal, Petriello ’08
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e+e− → 3 jets @ NNLO

Implemented in fixed order event generator. Can be 
used for NNLO evaluation of event shapes.
Used to determine αs from LEP data:

Even at NNLO perturbative uncertainty dominates.

Gehrmann, Gehrmann De Ridder, Glover, Heinrich’07    Weinzierl ’09

+ + + ...
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Abstract: We present the first determination of the strong coupling constant from a fit of

next-to-next-to-leading order QCD predictions to event-shape variables, measured in e+e−

annihilations at LEP. The data have been collected by the ALEPH detector at centre-of-

mass energies between 91 and 206 GeV. Compared to results of next-to-leading order fits

we observe that the central fit values are lower by about 10%, with considerably reduced

scatter among the results obtained with different event-shape variables. The dominant

systematic uncertainty from renormalization scale variations is reduced by a factor of two.

By combining the results for several event-shape variables and centre-of-mass energies, we

find

αs(M2
Z) = 0.1240 ± 0.0008 (stat) ± 0.0010 (exp) ± 0.0011 (had) ± 0.0029 (theo).

Keywords: QCD, Jets, LEP Physics, NLO and NNLO Computations, strong coupling

constant.

http://www-spires.fnal.gov/spires/find/wwwhepau/wwwscan?rawcmd=fin+%22Gehrmann%2DDe%20Ridder%2C%20A%2E%22
http://www-spires.fnal.gov/spires/find/wwwhepau/wwwscan?rawcmd=fin+%22Gehrmann%2DDe%20Ridder%2C%20A%2E%22
http://www-spires.fnal.gov/spires/find/wwwhepau/wwwscan?rawcmd=fin+%22Gehrmann%2DDe%20Ridder%2C%20A%2E%22
http://www-spires.fnal.gov/spires/find/wwwhepau/wwwscan?rawcmd=fin+%22Gehrmann%2DDe%20Ridder%2C%20A%2E%22
http://www-spires.fnal.gov/spires/find/wwwhepau/wwwscan?rawcmd=fin+%22Glover%2C%20E%2EW%2EN%2E%22
http://www-spires.fnal.gov/spires/find/wwwhepau/wwwscan?rawcmd=fin+%22Glover%2C%20E%2EW%2EN%2E%22
http://www-spires.fnal.gov/spires/find/wwwhepau/wwwscan?rawcmd=fin+%22Heinrich%2C%20G%2E%22
http://www-spires.fnal.gov/spires/find/wwwhepau/wwwscan?rawcmd=fin+%22Heinrich%2C%20G%2E%22
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e+e− → 3 jets @ NNLO

Implemented in fixed order event generator. Can be 
used for NNLO evaluation of event shapes.
Used to determine αs from LEP data:

Even at NNLO perturbative uncertainty dominates.

Gehrmann, Gehrmann De Ridder, Glover, Heinrich’07    Weinzierl ’09

+ + + ...
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Determination of αS: NNLO results
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αS (MZ)

consistent results at NNLO,

scattering between

variables much reduced.

calculate weighted average

for αS (Q) from 6 variables

ᾱS = 6
i=1 wi αi

S , wi ∝ 1
σ2

i

⇒ ᾱS (MZ) = 0.1240 ± 0.0033

LCWS08, Chicago, November 2008 – p. 22/24

Abstract: We present the first determination of the strong coupling constant from a fit of

next-to-next-to-leading order QCD predictions to event-shape variables, measured in e+e−

annihilations at LEP. The data have been collected by the ALEPH detector at centre-of-

mass energies between 91 and 206 GeV. Compared to results of next-to-leading order fits

we observe that the central fit values are lower by about 10%, with considerably reduced

scatter among the results obtained with different event-shape variables. The dominant

systematic uncertainty from renormalization scale variations is reduced by a factor of two.

By combining the results for several event-shape variables and centre-of-mass energies, we

find

αs(M2
Z) = 0.1240 ± 0.0008 (stat) ± 0.0010 (exp) ± 0.0011 (had) ± 0.0029 (theo).

Keywords: QCD, Jets, LEP Physics, NLO and NNLO Computations, strong coupling

constant.

http://www-spires.fnal.gov/spires/find/wwwhepau/wwwscan?rawcmd=fin+%22Gehrmann%2DDe%20Ridder%2C%20A%2E%22
http://www-spires.fnal.gov/spires/find/wwwhepau/wwwscan?rawcmd=fin+%22Gehrmann%2DDe%20Ridder%2C%20A%2E%22
http://www-spires.fnal.gov/spires/find/wwwhepau/wwwscan?rawcmd=fin+%22Gehrmann%2DDe%20Ridder%2C%20A%2E%22
http://www-spires.fnal.gov/spires/find/wwwhepau/wwwscan?rawcmd=fin+%22Gehrmann%2DDe%20Ridder%2C%20A%2E%22
http://www-spires.fnal.gov/spires/find/wwwhepau/wwwscan?rawcmd=fin+%22Glover%2C%20E%2EW%2EN%2E%22
http://www-spires.fnal.gov/spires/find/wwwhepau/wwwscan?rawcmd=fin+%22Glover%2C%20E%2EW%2EN%2E%22
http://www-spires.fnal.gov/spires/find/wwwhepau/wwwscan?rawcmd=fin+%22Heinrich%2C%20G%2E%22
http://www-spires.fnal.gov/spires/find/wwwhepau/wwwscan?rawcmd=fin+%22Heinrich%2C%20G%2E%22
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e+e− → 3 jets 
Recent progress

Calculation of NLO electroweak 
corrections Denner, Dittmaier, 
Gehrmann, Kurz ’09; 

New fit including NLL 
resummation Dissertori, Gehrmann, 
Gehrmann-De Ridder Heinrich, Luisoni, 
Stenzel ’09
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in the normalisation. The other HERWIG++ predictions differ most notably in shape

from the former. In Table 15 the fit results obtained with all generators for hadronisation

corrections are given. In most cases, the fits based on HERWIG++ and HERWIG++

with MCNLO are significantly worse than for the other generators, but for individual

variables like the wide jet broadening an opposite behaviour is observed. The fit quality of

HERWIG++ with POWHEG is similar to the outcome of the legacy generators. Given the

similar shape but different normalisation of HERWIG++ with POWHEG, the resulting

values of αs are significantly lower, overall by 3 %.

7. Discussion and Conclusions

We have performed a determination of the strong coupling constant αs from event-shape

data measured by the ALEPH collaboration [1], based on the perturbative QCD results

at next-to-next-to-leading order (NNLO) matched to resummation in the next-to-leading-

logarithmic approximation (NLLA) [24].

Comparing our results to both the fit using purely fixed-order NNLO predictions [27]

and the fits based on earlier NLLA+NLO calculations [1], we make the following observa-

tions:

• The central value obtained by combining the results for six event-shape variables and

the LEP1 and LEP2 centre-of-mass energies,

αs(MZ) = 0.1224 ± 0.0009 (stat) ± 0.0009 (exp) ± 0.0012 (had) ± 0.0035 (theo),

is slightly lower than the central value of 0.1228 obtained from fixed-order NNLO

only, and slightly larger than the NLO+NLLA results. We note that in this analysis

an improved normalisation to the total hadronic cross section has been used, which

leads to minor deviations to previously reported results.

The fact that the central value is almost identical to the purely fixed-order NNLO

result could be anticipated from the findings in Ref. [24]. There it is shown that in the

three-jet region, which provides the bulk of the fit range, the matched NLLA+NNLO

prediction is very close to the fixed-order NNLO calculation.

• The dominant theoretical uncertainty on αs(MZ), as estimated from scale variations,

is reduced by 20% compared to NLO+NLLA. However, compared to the fit based

on purely fixed-order NNLO predictions, the perturbative uncertainty is increased in

the NNLO+NLLA fit. The reason is that in the two-jet region the NLLA+NLO and

NLLA+NNLO predictions agree by construction, because the matching suppresses

any fixed order terms. Therefore, the renormalisation scale uncertainty is dominated

by the next-to-leading-logarithmic approximation in this region, which results in a

larger overall scale uncertainty in the αs fit.

• As already observed for the fixed-order NNLO results, the scatter among the values

of αs(MZ) extracted from the six different event-shape variables is smaller than in

the NLO+NLLA case.

– 21 –

without resummation NNLO value is 0.1228
NLL result has slightly larger uncertainty

perturbative and finally total uncertainty of the NNLO+NLLA result compared to NNLO,

as can be seen by comparing Table 5 for the combined value of αs(MZ) at different energies

at NNLO+NLLA with Table 6 at NNLO. However, compared to the NLO+NLLA fit, an

improvement of more than 20% is obtained for the perturbative error. The central values

of the fits for the different approximations turn out to be pretty similar. The fitted values

of the coupling constant as found from the various event-shape variables, combined over

all energies, are shown in Fig. 6. Besides the larger uncertainties, at NNLO+NLLA we

observe the same reduced scatter of the results compared to NLO+NLLA as already re-

ported previously [27]. However, the effect is not as strong as going from a NLO fit (where

the scatter is largest) to a pure NNLO fit.

!
s

NNLO+NLLA

!
s

NNLO

!
s

NLO+NLLA

T

M
H

C

B
W

B
T

-lny
3

0
.1
1

0
.1
1
5

0
.1
2

0
.1
2
5

0
.1
3

0
.1
3
5

0
.1
1

0
.1
1
5

0
.1
2

0
.1
2
5

0
.1
3

0
.1
3
5

0
.1
1

0
.1
1
5

0
.1
2

0
.1
2
5

0
.1
3

0
.1
3
5

Figure 6: The measurements of the strong coupling constant αs for the six event shapes, at√
s = MZ, when using QCD predictions at different approximations in perturbation theory. The

shaded area corresponds to the total uncertainty, as in Fig. 5.

6. Systematic studies

6.1 lnR(µ)-matching scheme

As described in section 2, we have computed the two-loop terms proportional to the renor-

malisation scale in the resummation and matching functions (eq. 2.14) and recomputed

the theoretical error in the new matching scheme, which we call the lnR(µ)-scheme. It

is important to note that this new matching scheme does not affect the central values of

– 15 –
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So far, Tevatron has been the only source, but in the 
future the LHC will produce millions of     pairs.

Efforts are underway to increase the accuracy of the 
theoretical prediction to NNLO:

(1-loop)2  Anastasiou, Mert Aybat ’08, [and other papers! ]

2-loop               and                numerically Czakon ’08

Leading-color                amplitudes analytically 
Bonciani, Ferroglia, Gehrmann and Studerus ’09

Top production @ NNLO

17

tt̄

qq̄ → tt̄ gg → tt̄

qq̄ → tt̄

1. Introduction

Heavy quarks are related to some of the most exciting physics studies at hadron colliders.

It is very likely that the third quark family has a special role in the breaking of electroweak

symmetry. The mass of the top quark measured at the Tevatron [1] is a sensitive probe of

the theory for the breaking of the electroweak symmetry, and it constrains, for example,

together with other electroweak precision measurements the mass of the Higgs boson.

So far, top quarks have only been produced at the Tevatron. Detailed studies of the

properties of the top quark will be a main theme for the experiments at the Large Hadron

Collider. The LHC is often termed a “top factory” since it is capable of producing many

such particles per second. The top-pair production cross-sections will be measured with

a negligible statistical uncertainty in comparison to the most optimistic predictions for

the attainable accuracy of theoretical calculations. Systematic experimental uncertainties

could be nevertheless sizeable. For example, the CMS collaboration anticipates to measure

the top quark cross-section with an early systematic uncertainty of 10% to 20% depending

on the decay channel of the top quarks [2]. These systematic errors may be further improved

with a large integrated luminosity.

A large body of work has been devoted to obtaining precise theoretical estimates for

heavy quark cross-sections. Next-to-leading-order (NLO) QCD corrections for the spin-

averaged cross-section have been computed in Refs. [3–5]. Calculations with the full spin-

dependence of the heavy quark decays were performed in Refs. [6,7]. The effect of soft-gluon

resummation at the leading and next-to-leading logarithmic approximations was accounted

for in Refs. [8–11]. Soft gluon resummation effects beyond the next-to-leading logarithmic

approximation were included in Refs. [12]. NLO QCD calculations and parton shower event

generators have been matched using the MC@NLO approach in Ref. [13].

A recent theoretical estimate for the total cross-section at NLO in QCD at the LHC

is [14]:

σNLO
tt̄ (LHC,mtop = 171GeV) = 875+102(11.6%)

−100(11.5%)(scales)
+30(3.4%)
−29(3.3%)(PDFs) pb .

Similar analyses have been performed in Refs. [15]. The above theoretical uncertainty is

marginally sufficient for a comparison with the projected systematic experimental errors.

It will be important to improve upon it by performing a complete NNLO calculation.

The only two cross-sections for hadron collider processes which have been computed

beyond NLO in QCD are Drell-Yan lepton-pair production [16–19] and Higgs boson pro-

duction [17,20–26]. It is interesting that while in Drell-Yan production the NLO theoretical

estimate from varying the renormalization scales turns out to be reliable, this is not the case

in the gluon initiated process of Higgs boson production. It has also been observed that the

NLO calculations for Higgs production fail for efficiencies when experimental cuts vetoing

radiation are applied [27]. Similar cuts must be applied in various analyses (e.g. [28]) for

top-production when this is a background process for other interesting signals.

While there are many commons among top-pair production and Higgs boson produc-

tion, such as the dominant contribution from gluonic initial states and a heavy invariant

mass being produced in the final state, there are good signs that the top-pair cross-section

– 1 –

Cacciari et al. ‘08
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effective Field theory
Fixed order calculations become unreliable in situations 
where several disparate scales are relevant. Higher order 
corrections enhanced by large logarithms of scale ratios.
Effective field theories can be used to 

expand in powers of small scale ratios, 
resum the enhanced higher-order corrections.

Many examples of EFTs in particle physics...
Euler-Heisenberg action, Nonrelativistic EFTs, Fermi 
theory, Heavy-Quark Effective Theory, ...

... but not (yet!) a common tool in collider physics
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Soft-Collinear Effective Theory

EFTs split physics into high- and low-energy part. In 
collider processes, we have an interplay of three 
momentum regions

Hard
Collinear
Soft

Correspondingly, EFT for such processes has two low-
energy modes:

Collinear fields describing the energetic partons propagating in 
a given direction, and

soft fields which mediate long range interactions among them.

20

}  high-energy

} low-energy part

Bauer, Pirjol, Stewart et al. 2001, 2002; Beneke et al. 2002
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The perturbative result for the thrust distribution contains 
logarithms                  , where τ = 1-T. 

Near the end-point τ → 0 these logarithmic terms dominate.

Using SCET one can derive a factorization theorem

                 Q2              ≫           M12 ~ M22 ~ τ Q2   ≫       τ2Q
   hard                    collinear                soft

scale dependence governed by RG

Resummation for Thrust 

1 Introduction

Lepton colliders, such as the Large Electron-Positron collider lep which ran from 1989-2000
at cern, provide an optimal environment for precision studies in high energy physics. Lacking
the complications of strongly interacting initial states, which plague hadron colliders, lep has
been able to provide extremely accurate measurements of standard model quantities such as
the Z-boson mass, and its results tightly constrain beyond-the-standard model physics. The
precision lep data is also used for QCD studies, for example to determine the strong coupling
constant αs. With the variation of αs known to 4-loops, one should be able to confirm in
great detail the running of the coupling, or use it to establish a discrepancy which might
indicate new physics. Even at fixed center-of-mass energy, differential distributions for event
shapes, such as thrust probe several energy scales and are extremely sensitive to the running
coupling. Moreover, event shape variables are designed to be infrared safe, so that they can be
calculated in perturbation theory and so the theoretical predictions should be correspondingly
clean. Nevertheless, extractions of αs from event shapes at lep have until now been limited
by theoretical uncertainty from unknown higher order terms in the perturbative expansion.

One difficulty in achieving an accurate theoretical prediction from QCD has been the
complexity of the relevant fixed-order calculations. Indeed, while the next-to-leading-order
(NLO) results for event shapes have been known since 1980 [1], the relevant next-to-next-
to-leading order (NNLO) calculations were completed only in 2007 [2, 3]. In addition to the
loop integrals, the subtraction of soft and collinear divergencies in the real emission diagrams
presented a major complication. In fact, this is the first calculation where a subtraction scheme
has been successfully implemented at NNLO [4]. However, even with these new results at hand,
the corresponding extraction of αs continues to be limited by perturbative uncertainty. The
result of [5] was αs(mZ) = 0.1240 ± 0.0033, with a perturbative uncertainty of 0.0029. This
NNLO result for the strong coupling constant comes out lower than at NLO, but 2σ higher
than the PDG average αs(mZ) = 0.1176 ± 0.0020 [6]. Actually, the most precise values of αs

are currently determined not from lep but at low energies using lattice simulations [7] and
τ -decays [8]. An extensive review of αs determinations is given in [9], new determinations
since its publication include [10, 11].

To further reduce the theoretical uncertainty of event shape calculations, it is important
to resum the dominant perturbative contributions to all orders in αs. To see this, consider
thrust, which is defined as

T = max
n

∑
i |pi · n|∑

i |pi|
, (1)

where the sum is over all momentum 3-vectors pi in the event, and the maximum is over all
unit 3-vectors n. In the endpoint region, T → 1 or τ = (1−T ) → 0, no fixed-order calculation
could possibly describe the full distribution due to the appearance of large logarithms. For
example, at leading order in perturbation theory the thrust distribution has the form

1

σ0

dσ

dτ
= δ(τ) +

2αs

3π

[
−4 ln τ − 3

τ
+ . . .

]
, (2)

where the ellipsis denotes terms that are regular in the limit τ → 0. Upon integration over

1

1− T ≈ M2
1 + M2

2

Q2
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∫
dM2

1

∫
dM2

2 J(M2
1 , µ) J(M2

2 , µ) ST (τ Q− M2
1 + M2

2

Q
,µ)

αn
s ln2n τ



Thomas Becher, Univ. of Bern CHIPP plenary meeting, Aug. 24-25, 2009

Resummation for Thrust 

Prediction for event-shape variables dominated by perturbative 
uncertainty even at NNLO.

Traditional methods Catani et al. ’93 allowed resummation to 
NLL but not beyond. 

Using RG evolution in SCET we were able to derive NNNLL 
resummed distribution matched to NNLO TB and Schwartz ’08. Fit 
to LEP data gives
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fit to ALEPH data

100 120 140 160 180 200

0.06

0.08

0.10

0.12

0.14

0.16

0.18

Q

Α
s
!m Z
"

fit to OPAL data

100 120 140 160 180 200

0.06

0.08

0.10

0.12

0.14

0.16

0.18

Q

Α
s
!m Z
"

Figure 10: Best fit values for αs(mZ). From right to left the lines are the total error bars at
each energy for first order, second order, third order and fourth order, as defined in the text.
The bands are weighted averages with errors combined from all energies.

between the systematical uncertainties among the two experiments. For the hadronization
and perturbative error, we assume 100% correlation. Proceeding in this way, we find

αs(mZ) = 0.1172 ± 0.0010(stat) ± 0.0008(sys) ± 0.0012(had) ± 0.0012(pert)

= 0.1172 ± 0.0022 . (39)

This result is close to the PDG world average αs(mZ) = 0.1176 ± 0.0020 and has similar
uncertainties.

It is interesting to repeat the fit order by order. This is done in Table 4 and displayed
graphically in Figure 10. The figure shows that the results found at different energies are
consistent and illustrates the reduction of the uncertainty when including higher order terms.

5 Non-perturbative effects and power corrections

Now, let us turn to the non-perturbative effects. The effective theory calculation corresponds
to a parton-level distribution, while the experimental data involves hadrons. Because thrust
is an infrared-safe observable, the hadronization corrections are expected to be suppressed,
however they may not be negligible.

In a fixed-order calculation, one normally corrects the theoretical prediction with a parton-
to-hadron transfer matrix derived from a Monte Carlo event generator. Then the uncertainty is
calculated by comparing the output of different generators. This procedure is clearly not ideal,
since the event generators have been tuned to the same lep data we are trying to reproduce!
The situation is especially problematic when trying to correct our resummed distribution.
The Monte Carlo generators are all based on the parton-shower approximation, which only
sums the leading Sudakov double logarithms and part of the next-to-leading logarithms. In
contrast, our distribution is correct to N3LL and to NNLO in fixed-order perturbation theory.
By tuning to data, part of the missing higher order perturbative corrections get absorbed
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Resummed vs. Fixed Order

For PDG value αs(MZ)=0.1176
This is the region relevant for αs determination
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Higgs production

Includes soft-gluon resummation, but the main effect 
arises from unconventional scale setting in hard function.
RG improved NNLO result is 8% larger than fixed order 
(13% at Tevatron).

MSTW2008NNLO

MSTW2008NLO

MSTW2008LO

fixed order

√
s = 1.96 TeV

mH (GeV)

σ
(p

b
)

200180160140120100

2.5

2

1.5

1

0.5

0

MSTW2008NNLO

MSTW2008NLO

MSTW2008LO

resummed

√
s = 1.96 TeV

mH (GeV)

σ
(p

b
)

200180160140120100

2.5

2

1.5

1

0.5

0

MSTW2008NNLO

MSTW2008NLO

MSTW2008LO

fixed order

√
s = 14 TeV

mH (GeV)

σ
(p

b
)

200180160140120100

90

80

70

60

50

40

30

20

10

0

MSTW2008NNLO

MSTW2008NLO
MSTW2008LO

resummed

√
s = 14 TeV

mH (GeV)

σ
(p

b
)

200180160140120100

90

80

70

60

50

40

30

20

10

0

Figure 6: The fixed-order (left) and RG-improved (right) cross-section predictions including
perturbative uncertainty bands due to scale variations for the Tevatron (upper) and LHC
(lower plots). In contrast to Figure 5, different PDF sets are used according to the order of
the calculation.

after RG improvement are fully contained in the lower-order ones and the K-factor is close
to 1, in particular for the LHC.1 In fixed-order calculations it is customary to use PDFs ex-
tracted from a fit using predictions of the same order. Doing so absorbs universal higher-order
corrections into the PDFs. Since resummed calculations contain contributions of arbitrarily
high orders, the optimal PDF choice is less clear. If the same large higher-order corrections
affect both the observable one tries to predict and the cross sections used to extract the PDFs,
it would be quite problematic to perform a resummation in one case and not the other. For
our case, the relevant input quantity is the gluon PDF at low x, which is mostly determined
by measurements of scaling violations in the DIS structure function, ∂F2(x, Q2)/∂Q2. The
higher-order corrections associated with the analytic continuation of the time-like gluon form
factor, which we resum, do not affect the DIS cross section, and so are not universal and

1For MRST2004 PDFs [52], the K-factors after resummation are somewhat larger, K ≈ 1.3 for the LHC,
see [18].
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Many collider physics applications of SCET in the 
past few years. Resummations up to N3LL, however 
only for two jet observables, e.g.

Drell-Yan rapidity dist.
inclusive Higgs production
thrust distribution in e+e− 

Important to extend method to more complicated 
processes

resummation should be more relevant for more 
exclusive quantities.
parton showers can be used at LL level.

Idilbi, Ji, Ma and Yuan ‘06 ; 
Ahrens, TB, Neubert, Yang ‘08

TB, Neubert, Xu ‘07

TB, Schwartz ’08
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Towards n-Jet Processes
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IR singularities of QCD amplitudes

Simple conjecture for all-order structure of infrared 
singularities of massless n-point amplitudes:

governed by anomalous dimension Γ of n-jet operators 
in SCET
stringent factorization constraints on form of Γ.
have performed order-by-order analysis of the 
constraints to three-loop order.

Knowledge of the anomalous dimension will allow us to 
perform Sudakov resummation for n-jet processes

have explicit result for Γ for NNLL resummation 
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NkLL for n-jet processes
The necessary ingredients are

hard functions: from fixed-order results for on-
shell amplitudes. New unitarity methods allow 
calculation of one-loop amplitudes with many legs 
(→ NNLL resummation)
jet function: imaginary part of two-point function, 
inclusive jet function is known to two loops. 
soft function:  matrix element of Wilson lines, one-
loop calculation is comparatively simple. 

Then resum log’s of different scales using RG 
evolution.
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Automatization

in the longer term, this will 
hopefully lead to automated 
higher-log resummations for jet 
rates

goes beyond parton showers, 
which are only accurate at LL, 
even after matching
predicts jets, not individual 
partons

jet rates

|M
n 〉Γ

Sn

J
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Summary
First full results for 2 → 4 processes at NLO

                      .
                                    

Updated NNLO predictions for Higgs production, 
detailed phenomenological studies.
Event shapes in e+e−: NNLO QCD, NLO electroweak 
effects, N3LL resummation for thrust, ... 

... we are catching up with LEP precision.
On track to perform higher-log resummation for n-jet 
processes at LHC using RG evolution SCET.
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pp→ tt̄ bb̄

pp→W + 3 jets


