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SKA background

Culture

* Meaning of things in

community

* Curation of important artifacts

| Conscious Mind -

* Analytical mind, Rationalisation

Will Power

* Short Term memory

Sub-conscious

* Emotions
* Reflexes
* Habits

Unconscious

* Automatic functions (vital

signs)

To Note:

* Want to hide the complexities.
* AIMS: Better understand expertise in UK; routes to collaboration (who?); understand
mutual benefits (i.e. funding!); “Where’s the dictionary?”. What is the national view.

* AENEAS:

Develop a concept and design for a
distributed, federated European
Science Data Centre (ESDC) to
support the astronomical
community in achieving the
scientific goals of the SKA

* Inventory of SKA science cases and post-SDP computing and data storage

requirements

* Evaluation of existing HPC, cloud and distributed computing technologies
* Design and costing for distributed ESDC computing architecture

* Requirements for interfaces to SKA Science Archives & Other Repositories
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Next -> Identify contributors; check coverage; what can be in-kind... early start options.



GridPP infrastructure & approaches

Input data is Simulations . .
=] (ndependent using different —— * Whatis GridPP
.g. i : ters: | g
&g fmages paramerers: g ] * Key concepts of a Grid
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= o4 e The 10% offer!

* Needed: Software deployment

T ] i + Job & data management +
Grid User Interface.
T e
Problems that are highly parallelizable
[ CernVM-FS ] DIRAC ]
* Links to use-cases and documentation
Ganga,
Q&A: CernVM

* 1PB split over two sites 50:50. Note CERN-
Wigner link on failover several times recently.
* GridPP will be a peer in UK-TO



ASTERICS & typical analysis

pes; to enhance
e them

I S S

Image based
Source finding

... if full Baysian approach

Stacking
Extraction dynamics

Visibility based

HTC or HPDA
HTC

HPC

HPDA
HTC then HPDA

Extreme HPDA/HPC

Like LSST

N -> N+1 comparisions

Uses different sources
Machine learning

Pipeline implemented

Q&A: Signed up to
OpenData but need
to build telescope
first!

GridPP funded for
HEP.Infrastructure
Influences.

Challenge for
commercial cloud:
Cost & capabili'?y



GridPP DIRAC,

The Grid

VMs, OpenStack, HTC, HPC

with Pilot Jobs

The Grid + pilot jobs is
the dominant model for
running HEP jobs.

CREAM or ARC CE
& batch queues

Pilot Job. Runs
Job Agent to
fetch fromTQ ) grig
’ Site

Well established, and
gives access to
resources around the
world.

Central

i agents &
services

e Could more complex data dependencies be expressed at job level (dependency graph)

Pilot
jobs

This “late binding” or
“pull” model

allows the virtual
organization to decide
priorities itself.

It sidelines the batch
system’s scheduling of
time slots: each type of

pilot job are all the
same irrespective of
the contents.

User and
production
jobs

* Bridging — populate file catalogue directly?
* What about working with limited local resources? Pilots and matching.

HEP HTC model. How it
evolved over 15 years.

Late binding and pilot jobs

HEP HTC no need for
coherence

HPC growing in HEP. Mixed
workflows.

Could add HPC to DIRAC
production requests.

Q: How to load balance for
aggregation. A: Chained.



OpenStack - HPC

Project A Project B

P hadoop)| | <D

Llinux Linux Linux Linux Linux Linux Linux Linux Linux Linux Linux Linux Linux Linux Linux Linux
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The Crossroads of Cloud
and HPC: OpenStack
for Scientific Research

Exploring OpenStack cloud
computing for scientific workloads

Compute Compute Compute Compute Compute Compute Compute Compute
Node Node Node Node Node Node Node Node

* The overhead of virtualisation —
remediation strategies

* Emerging capabilities for HPC
* Remaining gaps and options




Data transfer approaches

e Multi-TB/day routine.

sites: 88
Number of active links: 81 (81 total)

Aggregated bandwidth = 1.49GB/s
umber of active sites:

[N b f

Reasonable intercontinental

rates
* Use File Transfer Service
ssssss (FTS)
— * Helped DIRAC. Watch those
"""""""""" b2 file sizes.
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To Note:

Have a minium & maximum file size specified

Be able to handle transfer interrupts

Consider carefully the storage middleware & transfer protocoles
Checksum validation important

Now looking at federated redirection services



Data management

To Note:

HTTP
DynaFed

FTS2 /FTS3

)

SRM
L
HTTP/
WebDAV

< Transfer ><)rchestratior>< Catalog >
)

TCP
[UDT}{ (parallel)

-

N
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CERNbox
ownCloud

Why did the LFC get replaced!?

Abstraction layers can be enemies of performance
Think about deletion times!

Considerations:

What are the objectives? Testing for the purspoes of planning, R&D. To
build-up experience with tools/techniques. Help with pre-
construction/commissioning tasks?

AENEAS is not doing prototyping —it is forbidden!

WLCG got started in some form around 2003 with challenges. An
infrastructure wide on in 2006... but years ahead of actual target
production dates.

Many things developed were wrong/changed/evolved, but that step
had to be done.

How much pain can GridPP absorb?

There are things that it is difficult to write down. To learn one must try
things out.

Early on WLCG required heroic efforts.

Can we run workflows on the same infrastructure?

Are there network QoS criteria? Not really for HEP.

Evolution of resources and approach partly driven by resource
limitations... also requirements, finance...



NOTES: T

Data analytics - HEP

he Run-Il analysis model for ATLAS 4 o

I Topic of this talk: the “heavy lifting” to get from PB i
sized to TB sized catasets. Qutput remains in xAOD l
1

“CP” = calibrations and common object selections
These need to be applied to xAOD objects

Ana-hﬂsed analysis )

ROOQT-based analysis

format but reduced by skimming, slimming, thinning

Derivation ?

framework |

(Athena) v

~PB Athena-based analysls ~GB
L
ROOT-based analysis
Group orozuction
Fun oy usos
Reconstruction " ; ible. Trsialy nnen e Gric
This route, whilst possible, is not - mmm - Tysicaly run locally
(Athena) recommended due to large volumes of data
and lack of calibradons/fixes

Slide:James Catmore

Analytics:

Overview of data reduction
operations; augmentation;
derivation datasets.

RUCIO for data

CPU needs (kHS06)
20,000
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Logs collection, storage & analysis . Processor Scaling Trends
Ops analysis, insight & steering - | S "

Physics analysis

Athena
Design

Don’t forget about deletion! : : [ oo

Data lifetime considerations
Pledged vs used resources — almost x2
Sharing resource —issue is the effort not the resources!

Disk needs (PB)
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Data analytics - Spark

 Why Spark?

* Spark use cases

* Performance depends
on problem scale and
level of paralellism

Part 95 Part 72 Part 48

Linear algebra case study — classical MPI-based more efficient but
development, interface, ecosystem considerations balance.

Look at commodity cluster vs HPC platform

Science drivers: Climate science; Nuclear physics & Mass Spectrometry
Study Spark vs C+MPI scaling.

Mitigate drawbacks of GFS.
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Coming up....

Sketelescope.eu VO

Manchester test case & experiences
AENEAS objectives & what is needed
SRCCG?

Network considerations

.... Planning and next steps
SRC (not SKA!)



