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Loss spikes and drops of lifetime are a concern for operating machine.

Collimation reviews consistently recommended addressing this problem!

Recap: BIG concern for collimation! 
- lifetime drops determine maximum loss rates in cold magnets and define  
  the intensity limit for given cleaning 
- at full intensity, fast losses might exceed the collimator damage limit 
- spurious dumps for given thresholds of beam loss monitors
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Loss spikes and drops of lifetime are a concern for operating machine.

Collimation reviews consistently recommended addressing this problem!

Recap: BIG concern for collimation! 
- lifetime drops determine maximum loss rates in cold magnets and define  
  the intensity limit for given cleaning 
- at full intensity, fast losses might exceed the collimator damage limit 
- spurious dumps for given thresholds of beam loss monitors

Our proposed solution: Hollow electron lens to be installed in IR4. 

This is the subject of an upcoming international project review (next week!) on the 
needs for active halo control at the LHC.  

Agenda will cover loss analysis at the LHC as well as in other super-colliders 
(Tevatron, RHIC, HERA)

Here: preliminary look at what we will present for 2015 and 2016. 
Analysis by Belen. 

See also, e.g., Belen et al. “Lifetime Analysis at High Intensity Colliders Applied to the LHC”, IPAC2013  
CWG meeting 207 (https://indico.cern.ch/event/564394/), presentation by M. Wyszynski.
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Losses in Run I — i

Beam lifetime in 2011

This result (and other important “good news” form the Run I 
operation) led to the conclusion that collimation upgrade in the 
dispersion suppressors around IR7 could wait until LS2.

… then, when we pushed the machine performance (7TeV 
equivalent gaps of primary collimators, higher bunch intensity, 
smaller beta* but still NO e-cloud at 50 ns) … 
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Losses in Run I — iii

Estimated some >40 dumps because of losses in 2012 at 4 TeV.

Extrapolated losses from 2012 would not be compatible with a high-
efficiency operation of the LHC and HL-LHC!

(also clearly pointed out by the 2015 C&S review)
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2015 — stored beam energy
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2015 — lifetime by mode

Squeeze

Main drops of lifetime was during the first 
intensity ramp up of 25 ns, around fill 4200
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Squeeze
Adjust

Main drops of lifetime was during the first 
intensity ramp up of 25 ns, around fill 4200
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Squeeze

Adjust
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Squeeze

Adjust“Minimum” scaling to LHC: factor 3 (energy+ total intensity)
Conservative — assumed same losses with x2 bunch 

intensity and with e-cloud. 
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2016 — stored beam energy

Very different profile (“second” commissioning at 6.5TeV)
BUT: betastar 2 times smaller (40cm vs 80cm in 2015)

Lower total stored beam energy — now limited by MKI
and SPS dump (nb = 2220).
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2016 — lifetime by mode

Squeeze
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More detailed distributions in preparation:  
e.g., number of fills below 1h, as provided for Run I 
scaled to HL parameters: energy + total intensity.
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More detailed distributions in preparation:  
e.g., number of fills below 1h, as provided for Run I 
scaled to HL parameters: energy + total intensity.

Check in more detail (isolated) cases of bad lifetime

Preparing a table with key parameters 2011/2012/2105/2016 
relevant for extrapolations to HL-LHC  

Beam energy, emittance, bunch population, TCP settings (mm and sigmas), … 
Comment on e-cloud

Decomposition of losses : H vs V vs off-momentum

Cause of losses along the cycle: 
Orbit in squeeze, instabilities, …
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See 2011 vs 2012
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Not obvious to scale losses to HL-LHC  
 For the review, we will outline the different parameters  

Other dedicate talk address specific aspects (halo population, BB, orbit…) 
Also depends on the collimator settings that will be deployed  

(tighter hierarchy to recover beta* after June re-baselining?)
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