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Introduction 

§  We continue our work in improving computing 
performance 

§  Mitigation strategies have been considered in case of  
computing resources shortage in 2017 and 2018 

§  All documented in the ATLAS internal note ATL-SOFT-
INT-2017-001. Distributed to the LHCC Computing 
Referees and to the CRSG chair 

§  In this presentation we will touch quite a bit of  this (the 
lower hanging fruits), not all. Feel free to ask   
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Processing activity – last 3 months 

MC	reconstruc,on

User	Analysis

Data	reprocessing		

Analysis	trains

MC	simula,on	and		
event	genera,on

Main	ac,vi,es:		
	
•  Final	deriva,ons	with	

Athena	20.7	
•  Tails	of	MC15	simula,on		

Pledge	

In	2016	we	used	50%	more	CPU	than	our	pledge,	flat	over	the	year.	Our	first	“mi,ga,on	
strategy”	is	to	make	sure	we	use	everything	we	have		
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Plans for 2017 
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Start the new MC simulation campaign 
MC16, will provide samples for the 
remaining Run-2 analyses 
 
MC16 will be reconstructed with 
Athena21, the last major release for Run-2 

We will also reprocess all 2015+2016 data 
with Athena 21 

MC16 and Athena21 are 6 months late 
with respect of  the original plan: we 
preferred a careful validation rather than 
redoing a massive production in case of  
problem 

This delay allowed to complete the 2016 
physics program with the available 
resources, but create a challenge now for 
2017 and 2018.  

Distribu?ons	 of	 the	 calibrated	 energy,	 Ecalib,	 divided	 by	 the	
generated	energy,	Egen,	 for	a	Monte	Carlo	 sample	of	electrons	
generated	with	1.52<|η|<1.81	and	50<EgenT<100	GeV,	without	
pileup.	The	dashed-line	(red)	histogram	shows	the	performance	
when	 the	 electrons	 are	 reconstructed	 and	 calibrated	 using	 the	
current	 clustering	 algorithm	 (so-called	 sliding	 window,	 used	 in	
release	 20.7	 up	 to	 2016	 data	 taking)	 while	 the	 full-line	 (blue)	
histogram	 is	 based	 on	 the	 new	 clustering	 algorithm	 (so-called	
super-clusters,	 used	 in	 release	 21	 star?ng	 from	 2017	 data	
taking).		



Software Infrastructure 

21/02/2017	Simone.Campana@cern.ch	-	LHCC	 5	

✔-	DONE	

✔-	DONE	

✔-	DONE	
✔-	DONE	

(✔)-	MIGRATING	

Migra,on	from	SVN	to	Git	for	the	offline	
soUware	is	happening	now		
	
Dev	releases	first,	Prod	next	month	
A	lot	of	prepara,on,	tutorials,	etc	..	
	

Roadmap	was	
defined	15	months	
ago	in	the	ATLAS	
SoUware	
Infrastructure	
review		
	
Massive	amount	of	
progress	since	then	



Processing shares 
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Because	we	use	constantly	150%	of	our	CPU	resources,	we	need	to	organize	the	work	
properly.	We	implemented	a	refined	mechanism	of	global	shares	in	the	Produc,on	
System.	We	have	also	priori,es	inside	the	same	share.	It	works	extremely	well.		

You	ask	for	100k	cores	for	deriva,ons	
You	get	100k	cores	for	deriva,ons	
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In	return:	monitoring	properly	distributed	compu,ng	ac,vi,es	today	saves	considerable	
resources,	improves	the	user	experience	and	the	quality	of	physics.	The	chao,c	analysis	
example	follows			

ATLAS	invested	considerable	effort	in	adop,ng	a	Data	Analy,cs	infrastructure,	relying	on	
the	building	blocks	of	the	CERN	IT	agile	monitoring	
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WLCG	baseline	

Memory	(ab)users	 WallTime	(ab)users	

User	ID	 User	ID	

AOD	

DAOD	

Correc?ve		Ac?ons	
+10%	resources	
for	produc?on	

Users	should	not	run	on	AODs		



AODs on TAPE only? 
Would	allow	to	save	a	lot	of	disk	
space,	but	implies	running	
deriva,ons	from	TAPE	
	
Deriva,ons	is	part	of	“analysis”	
so	quick	turnaround	is	needed	
	
Tape	staging	tests:	4GB/s	tape	
recall	achieved	,	but	no	
workload	management	system	
involved	at	this	stage	
	
This	is	not	fast	enough	for	a	full	
deriva,on	campaign,	but	is	2x	
faster	than	first	ajempt	
	
We	could	foresee	par,al	
deriva,ons	(for	dedicated	
samples)	from	tape	once	we	are	
more	confident.		

4GB/s		

A	lot	of	work	to	do:	not	a	2017	target	
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AOD sizes 
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AOD	size	in	Run-2	Compu?ng	Model	 320	 320	 500	 500	

New	AOD	size	in	compu?ng	model	 319	 319	 410	 410	

Excellent	achievements	of	the	Task	Force	looking	into	AOD	size	reduc?on	
Work	in	progress,	possible	gains	star?ng	from	2018.		

Current	AOD	size	 420	 420	 582	 582	



DAOD sizes  
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JETM5,	but	
ZeroBias	stream	
so	size	impact	
irrelevant	

EXOT16	(not	
usually	made)	

L

DAODs	are	very	heavily	scru,nized	already.	
Changes	in	DAODs	are	more	disrup,ve	for	
users.	We	con,nue	looking	for	reduc,ons	in	
DAOD	sizes		
	

Few	deriva,ons	above	target	
in	size,	but	no	real	major	
offender.		
	
Lijle	event	overlap	across	
deriva,ons.		

Red	is	bad	
Diagonal	is	red	by	defini?on	

	
Purple	is	Good	



Event Service 
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The	ATLAS	Event	Service	allows	to	events	processing	with	the	smallest	possible	granularity	
(today):	the	single	event.	Obvious	benefits	for	highly	opportunis?c	resources	(for	example	
pre-emp?ble	queues),	but	brings	benefits	everywhere	(for	example	during	queue	draining	
?me	at	Grid	sites)			

The	EDISON	HPC	at	NERSC:	
	
The	Event	Service	allows	to	
leverage	>	99%	of	the	
available	cycles	
	
The	ini?al	setup	?me	was	
reduces	to	5	minutes	with	a	
dedicated	effort			
	



Possible Mitigation Mechanisms 

21/02/2017	Simone.Campana@cern.ch	-	LHCC	 13	

1)	Reduce	the	HLT	output	rate	to	e.g.	750	Hz	

Impact	on	physics	too	large.	ATLAS	discards	this	op?on.	



Possible Mitigation Mechanisms 
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2)	Parking	Data	un?l	LS2	

•  Implies	considerable	free	resources	in	LS2	which	won’t	be	the	case		
•  Implies	delaying	analyses,	which	has	an	impact	on	people’s	careers	
•  Not	really	a	solu?on	unless	we	can	“park”	also	Monte	Carlo	simula?on	(the	main	

CPU	consumer)	



Possible Mitigation Mechanisms 
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3)	Reducing	the	amount	of	MC	simula?on	

Implies	reducing	by	O(40%)	the	amount	of	background	samples.	
	
The	only	feasible	op?on	among	the	three,	but	s?ll	with	a	considerable	
impact	on	the	ATLAS	physics	program		



Conclusions 

§  ATLAS Software and Computing is continuously optimized for 
performance. There are no low hanging fruits 

§  Several medium term improvements foreseen, will help in 2017 
and 2018, catching up with delays in MC16 

§  Mitigation Strategies considered for 2017 and 2018. Some not 
appealing at all 

§  Funding agencies received very well the message at the end of  
2016 and will contribute more than initially planned in 2017 

§  Because of  our success in exploiting opportunistic CPU 
resources, storage remains our first priority   

21/02/2017	Simone.Campana@cern.ch	-	LHCC	 16	


