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HTCondor Global pool scales up!

Very high usage of resources in 2016. 

On average CMS used:    

 103% of the T1 CPU pledges 

 129% of the T2 CPU pledges 

• 96% and 134% as compared to the CMS 
requirements, respectively

Dynamic disk caches 
management more aggressive in 

2016 to address resources 
constraints, while protecting the 

CMS Physics program
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10B evts

5B evts

4B evts

2B evts

Requested
Delivered
Valid (DBS)

Full 2016 data rereco:
~5B evts completed in ~5 weeks

Major MC re-DigiReco campaign:
>10B evts completed in ~3 months

Re-MiniAOD needed 
for Moriond’17:

completed in ~1 week

Now and next:
• Phase-I and Phase-II 

preparations flowing in
• legacy re-reco planned to 

start around end of March

Remarkable slope of delivered 
events compared to requests 

injection rate


