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Data taking progress
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• Very smooth data taking, 4 PB 
registered and replicated at T1s

• Improved HLT compression 
commissioned

• Raw data compression factor 
increased from 5.2 to 7.2

•

–

–
–

• 2017 data 
reconstruction going 
equally well



Continuing work on data reduction

Currently used option

New option
Qmax>5 cut at 
clusterization level, 
no effect on dE/dX

 Work on extra ~2.5% 
reduction of TPC raw 
data

 Reduction of ESD/AOD size - optimization of V0 format and 
elimination of V0s not contributing to analyses in PbPb @ high 
IR
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2017-2018 data taking scenario  

Current accumulation
curve

New projection
Improved HLT compression

Old projection

Tape reduction more than 25% over 2 years 

Pb-
Pb
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Continuing work on reducing the impact 
of PbPb simulation on CPU requirementsEmbedding strategies

global merging seems to be disfavoured because of larger disk usage, under discussion



Disk cleanup initiated

• RAW and MC not accessed more than 1 year

– 3PB deleted

– 4PB reduced ESD replicas

• User space quotas

– 0.5PB recuperated

• Removal of intermediate files

– Unmerged (per chunk) QA and AOD – a lot of files, but 
limited gain in disk space (few PB)
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What is left?

About 3PB of various productions (5% of total space)
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CPU UTILIZATION IN 2017
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• Good utilization of opportunistic CPU resources
– allowing for ahead of schedule processing of 2015/2016 raw data 

reconstruction and MC backlog

• CPU efficiency remains constant at ~83%
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•

•

•

•

•

•

2015 data Pass 2 completed

• Completed processing of 2015 and 2016 data with the latest 
software 
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•

•

MC productions anchored to RAW data

•

–

–

•

–

•

•

•

–

–

• Raw data processing is complemented 
by the general purpose MC productions

• Number of generated events is 
driven by the analysis requirements
• Fixed number of events
• Percent of raw data events

• In addition we run the special purpose 
MCs for a given analysis
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Individual analysis: steady 
at ~4% of total capacity

Organised analysis: double the
used CPU (~20%) capacity since last 
year

2016

2017

Evolution of analysis



• Good overall performance, 30% capacity 
increase
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Grid performance



CNAF accident: Consequences for ALICE

• Capacity loss (temporary)

– 4PB of disk (90% used, 7% of total)

– 4500 CPU cores (4% of total, 20% of T1 capacity)

– 6.2PB of RAW data replicas (20% of replicated data)

• Data loss

– No RAW data loss, one more copy exist at CERN

– Disk – max 10% (MC) to 15% (RAW) of single-replica ESDs, 
perhaps some single-replica user files
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CNAF accident: Consequences for ALICE

• Performance loss

– CNAF is an excellent T1, used for RAW data replication and 
reconstruction and has very good efficiency for analysis

– The single copy ESDs are distributed ~uniformly across all 
computing centres => ESD-based analysis may lose ~10% 
statistics

– No evidence yet of detrimental effect on organized analysis

• In the coming weeks we will evaluate the full impact of 
the incident on ALICE
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Final resource request 2018/19
• Reducing expected readout rate from 2 to 

1.25 kHz for PbPb data taking resulted 
downscaling  2019 request

• Reduction in tape request is due to HLT 
improvements and less split clusters in TPC

• The disk request for 2018 was reduced to 
account for recently execute cleanup campaign 
that removed 7PB of rarely used datasets



Status of 2018 pledges

• With correction of our request for 2018 we are now in reasonably 
good situation with pledges for 2018 

Tier Pledge Type ALICE Required Balance

Tier 0
CPU (HEP-
SPEC06) 350000 350000 0.00%

Tier 0 Disk (Tbytes) 26200 26200 0.00%
Tier 0 Tape (Tbytes) 49100 49100 0.00%

Tier 1
CPU (HEP-
SPEC06) 279549 307000 -9.00%

Tier 1 Disk (Tbytes) 30359 30500 0.00%
Tier 1 Tape (Tbytes) 42183 40900 3.00%

Tier 2
CPU (HEP-
SPEC06) 312924 398000 -21.00%

Tier 2 Disk (Tbytes) 28950 35100 -18.00%



Outcome of C-RSG process

• In spite of reduction of our resource requests and many 
iterations with  C-RSG we could not find a common 
ground
– our 2018 request was approved at the current level of 

pledges on T0/T1

– C-RSG questioned our requests based on perceived change 
of a ration of MC/RAW events that we generate

• We were referred to the LHCC to justify the MC/RAW 
ratio
– 2018 resource request for T2 resources is put on hold

– 2019 request was not reviewed



Clarification on ALICE Simulation request
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• In the document presented to C-
RSG we so far quoted general 
purpose simulation requirements 
and treated separately special MC 
productions 

• In order to be fully transparent 
and to simplify the calculations as 
per the C-RSG request, we 
exposed the average combined 
general purpose and dedicated 
MC to raw event ratio. 
– 1 .0 -> 1.4  (pp) and 0.18 -> 0.3  

(PbPb). 
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• This did not increase the number of MC events in our projections for 2018 and 2019 
resulting in no change to disk and CPU requirements.

• The projected share of MC in total CPU budget is shrinking because of increased 
impact of analysis and CPU intensive reconstruction of 2018 PbPb data 
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2016 2017 2018 2019

October RRB

Presentation of  2018 

request

Confirmation of 2017 

pledges in REBUS 

April RRB

Agreement on 

2018 request

Preview of 2019 

request

Pledges installed 

October RRB

Presentation of  2019 

request

Confirmation of 2018 

pledges in REBUS 

C-RSG process
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• Discussion with LHCC on 
MC/raw data ration

• April RRB
• Confirmation (?) of our 

2019 request
• Preview of 2020 request



Summary 

• 2015/2016 RAW data reconstruction completed, no backlog in 
2017 reconstructions

• Reduction of RAW data volume by 30% in p-p due to new TPC 
gas and improved HLT compression algorithm

• Removed 7.5PB of unpopular data from disk

• We continue to work on several fronts to reduce resource 
needs
• Tape (compression)

• Disk (reduction of number of replicas, removal of data, reduction of ESD/AOD size)

• CPU (MC to MC embedding for PbPb MC

• We hope to streamline the future interactions with C-RSG 
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