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Precision QCD at the LHC

The LHC machine and experimental program are running 
extremely well. These levels or precision are within reach

•No spectacular new physics appeared so far. Extremely good 
control on many different key observables may highlight (small) 
deviations from SM behavior → indication of new physics

Imagine to have new physics at a scale Λ
•if Λ small → should see it directly, bump hunting
•if Λ large, typical modification to observable w.r.t. 

standard model prediction: δO ~ Q2/Λ2 
•standard observables at the EW scale: to be sensitive to ~ 

TeV new physics, we need to control δO to few percent
•high scale processes (large pT, large invariant masses…): 

sensitive to ~TeV if we control δO to 10-20%



“Few percent’’: the theory side

d� =

Z
dx1dx2f(x1)f(x2)d�part(x1, x2)FJ(1 +O(⇤QCD/Q))

QCD at hadron colliders: FACTORIZATION Short distance 
non perturbative
effects (PDFs)

Interesting high-
Q phenomena



“Few percent’’: the theory side
d� =

Z
dx1dx2f(x1)f(x2)d�part(x1, x2)FJ(1 +O(⇤QCD/Q))

Input parameters: ~few percent.
In principle improvable

NP effects: ~ few percent
No good control/understanding 

of them at this level. LIMITING 
FACTOR FOR FUTURE DEVELOPMENT

HARD SCATTERING MATRIX ELEMENT

•large Q → most interesting and theoretically clean
•αs ~ 0.1 → For TYPICAL PROCESSES, we need NLO for ~ 10% 

and NNLO for ~ 1 % accuracy. Processes with large color 
charges (Higgs): αs CA~ 0.3 → N3LO

•Going beyond that is neither particularly useful (exp. 
precision) NOR POSSIBLE GIVEN OUR CURRENT UNDERSTANDING 
OF QCD

[mt, mW…]



Where can we achieve high accuracy?

Why fixed order?
• Able to provide HIGH PRECISION while PROPERLY ACCOUNT FOR 

EXPERIMENTAL SETUP (cuts, fiducial region…)
• At high Q, typically processes are a multi-scale problem. However, no 

huge scale hierarchies → fixed (high enough) order predictions 
correctly capture all the relevant logs

Focus on simple [clean exp/th comparison, good control] processes, high 
Q [little non pert. contamination] observables. Typical examples:
•H/H+j(j)/VH → Higgs couplings / characterization
•V/V+j(j) → PDFs, backgrounds
•tt, single top → gluon and b PDF, Vtb, backgrounds…
•VV → anomalous couplings, (Higgs) backgrounds…
•jj(j) → PDFs, jet dynamics, αS…



NNLO computations: challenges
O(αs2) corrections: two-loop (VV), one-loop+j (RV), tree+jj (RR)

TWO BIG PROBLEMS: 
LOOP AMPLITUDES / IR STRUCTURE OF EXTRA EMISSION

E.g. Higgs pt: LO
NNLO



Loop amplitudes: status
•Amplitude COMPLEXITY GROWS VERY FAST with the number of scales: 

invariants (~# legs) and particle masses
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where we are using an “all-outgoing” convention
for the momentum (pi) and helicity (λi) labeling.
The Mandelstam variables are s = (p1 + p2)2,
t = (p1 + p4)2, and u = (p1 + p3)2.

We consider both QCD corrections with inter-
nal gluon lines and QED corrections with internal
photons. For the QCD corrections, the depen-
dence of the finite remainder in eq. (1) on quark
charges, N , Nf and the renormalization scale µ,
may be extracted as,
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The two-loop renormalized QED corrections are
a little simpler, since in this case the amplitudes
are free of infrared divergences,
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We quote our results in the physical s-channel
(s > 0; t, u < 0). In order to reduce the size of
the expressions we define

x =
t

s
, y =

u

s
, X = ln(−x), Y = ln(−y),

X̃ = X + iπ, Ỹ = Y + iπ,
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gg→γγ

gg→VV: ~ 10 MB expression

[Bern, De Freitas, Dixon [2002]

•Despite a lot of recent progress still pretty 
limited knowledge. State of the art: 
•Analytically: 2 -> 2, external masses (pp-

>VV*)  [FC, Henn, Melnikov, Smirnov, Smirnov 
(2014-15); Gehrmann, Manteuffel, Tancredi (2014-15)]

•Numerically: 2->2, internal/external 
masses (pp-> tt, pp->HH) [Czakon; 
Borowka, Greiner, Heinrich, Jones, Kerner, Schlenk, 
Schubert, Zirke (2016)]

•Lot of recent progress: towards 2->3 
[Badger et al (2016)]; numerical unitarity [Abreu 
et al (2017)], many-scales integrals [Gehrmann, 
Henn, Lo Presti (2015); Papadopoulos, Tommasini, 
Wever (2016); Tancredi, Remiddi (2016); Weinzierl et 
al (2017); Bonciani et al (2016)]



IR structure of real emission

•IR divergences hidden in PS integrations of extra real emission(s)
•After integrations, all singularities are manifest and cancel against 

two-loop (KLN)
•We are interested in realistic setup (arbitrary cuts, arbitrary 

observables) → we need fully differential results, we are not allowed 
to integrate over the PS

•The challenge is to EXTRACT PS-INTEGRATION SINGULARITIES 
WITHOUT ACTUALLY PERFORMING THE PS-INTEGRATION



Dealing with real emission
A lot of conceptual progress in the last few years → we are now able to 
tackle this issue

``qt’’ [Catani, Grazzini]

``N-jettiness’’ [Boughezal et al, Gaunt et al]

``Antenna’’ [Gehrmann-de Ridder, Gehrmann, Glover]

``Sector decomposition+FKS’’ [Binoth, Heinrich; Anastasiou, Melnikov, 

Petriello; Czakon; Czakon, Heymes; FC, Melnikov, Röntsch]

``Projection to Born’’ [Cacciari, Dreyer, Karlberg, Zanderighi, Salam]

``Colorful NNLO’’ [Del Duca, Duhr, Kardos, Somogyi, Trocsanyi]



Dealing with real emission
A lot of conceptual progress in the last few years → we are now able to 
tackle this issue

``qt’’ [Catani, Grazzini]

``N-jettiness’’ [Boughezal et al, Gaunt et al]

``Antenna’’ [Gehrmann-de Ridder, Gehrmann, Glover]

``Sector decomposition+FKS’’ [Binoth, Heinrich; Anastasiou, Melnikov, 

Petriello; Czakon; Czakon, Heymes; FC, Melnikov, Röntsch]

``Projection to Born’’ [Cacciari, Dreyer, Karlberg, Zanderighi, Salam]

``Colorful NNLO’’ [Del Duca, Duhr, Kardos, Somogyi, Trocsanyi]

Some of these techniques are quite generic 

•IN PRINCIPLE, they allow for ARBITRARY COMPUTATIONS 

•IN PRACTICE: `genuine’ 2→2 REACTIONS, with big computer 
farms

A typical example:
• Inclusive DY (2→1 inclusive): ~ few second

• DY, precise lepton observables (2→1 exclusive): ~ 100 CPU hours

• V+jet, diff. distribution (2→2 exclusive): ~ 100.000 CPU hours



2 → 2 phenomenology  
at NNLO: 

the global picture



2→2 pheno @ NNLO: the global pictureGGF

GLUON FUSION - INCLUSIVE CROSS SECTION

▸ LHC predictions demand effects beyond pure EFT 

▸ Mass corrections & EWK effects

~88.2%

Greatly reduced theoretical uncertainties, perturbative convergence 
established

 Inclusive H@N3LO 
[Anastasiou, Duhr, Dulat, 

Herzog, Mistlberger]

Figure 6: Distribution of the photon decay angle in the Collins-Soper frame at the 8 TeV LHC.

The inset shows ratios of di↵erential cross sections at di↵erent orders in perturbation theory for

the factorization and the renormalization scales set to the mass of the Higgs boson.
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Figure 7: Left pane: comparison of exclusive jet cross sections in pp ! H + j ! ��+ j computed

in this paper and measured by the ATLAS collaboration. Right pane: comparison of the leading

jet transverse momentum distribution. The selection criteria are described in the text.

predictions in all p?-bins except one where the experimental error is the largest. It is also

clear that the shapes of theoretical and experimental distributions are di↵erent. It follows

from the plots in Fig. 7 that, currently, the ATLAS data is not precise enough to allow for a

meaningful comparison with available theoretical predictions. This will undoubtedly change

once enough luminosity at the 13 TeV LHC is collected.

B. H ! W+W� ! e+µ�⌫⌫̄

In this subsection, we present the results for the process pp ! H+j ! W+W�+j at the

13 TeV LHC. The selection criteria are described in Section II. In principle, many kinematic

12

Exclusive Higgs + jet 
[Boughezal, et al; Chen et al; FC, 

Melnikov, Schulze]



2→2 pheno @ NNLO: the global picture
Very good / improved data-theory comparison

Top pairs [Czakon, Fiedler, Mitov]

Introduction Motivation for NNLO QCD accuracy in VV production

Data–theory comparison for VV cross sections — status winter 2017/

– ZZ⇤!4`

– ZZ!``⌫⌫

– ZZ!4`

ZZ

– WZ!`⌫``

WZ

– WW!eµ, [njet = 1]
– WW!eµ, [njet � 0]

– WW!eµ, [njet = 0]

WW

WV!`⌫qq
– Z�!⌫⌫�

– [njet = 0]

Z�!``�
– [njet = 0]

W�!`⌫�
��

ratio to best theory
0.6 0.8 1.0 1.2 1.4 1.6

NNLO QCD

NLO QCD

LHC pp
p
s = 7 TeV

Data
stat
stat � syst

LHC pp
p
s = 8 TeV

Data
stat
stat � syst

LHC pp
p
s = 13 TeV

Data
stat
stat � syst

Diboson Cross Section Measurements Status: March 2017

ATLAS Preliminary

Run 1,2
p
s = 7, 8, 13 TeV

theoσ / expσProduction Cross Section Ratio:   
0.5 1 1.5 2

CMS PreliminaryJan 2017

All results at:
http://cern.ch/go/pNj7

γγ  0.12± 0.01 ±1.06 -15.0 fb
(NLO th.), γW  0.13± 0.03 ±1.16 -15.0 fb

(NLO th.), γZ  0.05± 0.01 ±0.98 -15.0 fb
(NLO th.), γZ  0.05± 0.01 ±0.98 -119.5 fb

WW+WZ  0.14± 0.13 ±1.01 -14.9 fb
WW  0.09± 0.04 ±1.07 -14.9 fb
WW  0.08± 0.02 ±1.00 -119.4 fb
WW  0.08± 0.05 ±0.96 -12.3 fb
WZ  0.06± 0.07 ±1.05 -14.9 fb
WZ  0.07± 0.04 ±1.02 -119.6 fb
WZ  0.07± 0.06 ±0.80 -12.3 fb
ZZ  0.07± 0.13 ±0.97 -14.9 fb
ZZ  0.08± 0.06 ±0.97 -119.6 fb
ZZ  0.04± 0.11 ±0.90 -12.6 fb

7 TeV CMS measurement (stat,stat+sys) 
8 TeV CMS measurement (stat,stat+sys) 
13 TeV CMS measurement (stat,stat+sys) 

CMS measurements
 theory(NLO)vs. NNLO 

[CMS collaboration, January 2017]

[ATLAS collaboration, March 2017]

VV production (with leptonic decays) at NNLO QCD is important:

Standard Model test ! trilinear gauge-boson couplings

Background for Higgs analyses and BSM searches

,! Inclusion of NNLO QCD corrections improves agreement with Standard Model.

Stefan Kallweit (CERN) VV production in higher-order QCD May 2, 2017, SM@LHC2017, Amsterdam 3 / 24

Di-bosons            
[Catani, Grazzini; Campbell, Ellis, Williams; 

Grazzini et al (2015-2017)]



2→2 pheno @ NNLO: the global picture
Very good / improved data-theory comparison

Figure 2. The unnormalised Z-boson transverse momentum distribution for the cuts given in
Table 1 and 66 GeV < m`` < 116 GeV. ATLAS data is taken from Ref. [15]. The luminosity error
is not shown. The green bands denote the NLO prediction with scale uncertainty and the blue
bands show the NNLO prediction with scale uncertainty.
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Figure 3. The normalised Z-boson transverse momentum distribution for the cuts given in Table 1
and 66 GeV < m`` < 116 GeV. ATLAS data is taken from Ref. [15]. The green bands denote the
NLO prediction with scale uncertainty and the blue bands show the NNLO prediction with scale
uncertainty.

the data by the measured values for the inclusive lepton pair cross section in this fiducial

bin. The cross section for this mass window was measured to be [15],

�exp(66 GeV < m`` < 116 GeV) = 537.10± 0.45% (sys.)± 2.80% (lumi.) pb.
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Fig. 4. The NLO (green), NNLO (blue) and ATLAS data normalized to the NLO
prediction for the individual jet pT scale choice. The bands correspond to the
variation of µ = µR = µF by factors of 0.5 and 2 about the central scale choice.
Electroweak correction are applied multiplicatively and separately represented as
a dashed red line.

At NNLO we observe that the curve has less curvature than the NLO
curve and is approximately linear with a decreasing gradient for increasing
pT . The variation of the NNLO cross section due to µR is larger than NLO in
the low pT bin, largely owing to the fact that the peaked shape of the NLO
curve probably underestimates the uncertainty; but even taking this into
account, the magnitude of the variation is similar to that at NLO. At higher
pT the µR scale variation of the NNLO cross section decreases as the curve
flattens in Fig. 3(c). At low pT the change due to µF variation, displayed as
the thickness of the bands in Fig. 3, is relatively small, even at LO; whereas
at high pT the µF variation becomes large at LO and is significantly reduced
by including the NLO and especially NNLO corrections.

The information in Figs. 2-3 can be combined and compared to the
available ATLAS data, as shown in Fig. 4. We observe that at low pT the

Z+J/Z pT shape
[Gehrmann-de Ridder et al; Boughezal et al]

Inclusive jet production
 For a particular scale choice

[Currie, Glover, Gehrmann, Gehrmann-de 
Ridder, Huss, Pires (2017)]



2 → 2 phenomenology  
at NNLO: 

what have we learned so far?



NNLO: what have we learned so far?
•At this level of precision, basically everything becomes relevant

GGF

GLUON FUSION - INCLUSIVE CROSS SECTION

▸ LHC predictions demand effects beyond pure EFT 

▸ Mass corrections & EWK effects

~88.2%

GGF

GLUON FUSION - INCLUSIVE CROSS SECTION

▸ LHC predictions demand effects beyond pure EFT 

▸ Mass corrections & EWK effects

~88.2% GGF

GLUON FUSION - INCLUSIVE CROSS SECTION

~88.2%

▸ Many residual uncertainties of comparable importance 

▸ Todo List:  - Full mass dependent NNLO 
- Mixed                  corrections 
- N3LO PDFs 
….

O(↵↵S)gg
(inclusive VBF@N3LO: [Dreyer, Karlberg (2016)] 

[M
is

tlb
er

ge
r, 

Q
C

D
@

LH
C

20
16

]

Recent progress:
see C. Wever’s talk



NNLO: what have we learned so far?
•Properly modeling the actual experimental setup is crucial 

(especially for cuts constraining QCD radiation)

Example: WW, 13 TeV: qq- vs gg-initiated sub-processes
•full inclusive [unobservable]: qq@NNLO +7%, gg + 4%
•WW fiducial region: qq@NNLO -2%, gg +9% (similar result for Higgs-cuts)

dσ/dmWW [fb/GeV] µ+e-νµν‾ e(inclusive)@LHC 13 TeV

LO
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Figure 4: Distribution in the invariant mass of the W+W� pair, mW+W� = mµ+e�⌫µ⌫̄e . No
acceptance cuts are applied. Absolute LO (black, dotted), NLO (red, dashed) and NNLO (blue,
solid) predictions at

p
s = 8TeV (left) and

p
s = 13TeV (right) are plotted in the upper frames.

The lower frames display NLO0+gg (green, dot-dashed) and NNLO predictions normalized to NLO.
The bands illustrate the scale dependence of the NLO and NNLO predictions. In the case of ratios,
scale variations are applied only to the numerator, while the NLO prediction in the denominator
corresponds to the central scale.

contributes only at its leading order at O(↵2
S) and thus could receive large relative corrections, was

not expected to break this picture due to its overall smallness already in Ref. [46]. That conclusion
is supported by the recent calculation of the NLO corrections to the loop-induced gg channel [37].

In Figures 4–7 we present distributions that characterize the kinematics of the reconstructed
W bosons¶. Absolute predictions at the various perturbative orders are complemented by ratio
plots that illustrate the relative di↵erences with respect to NLO. In order to assess the importance
of genuine NNLO corrections, full NNLO results are compared to NLO0+gg predictions in the
ratio plots.

In Figure 4 we show the distribution in the total invariant mass, mW+W� = mµ+e�⌫µ⌫̄e . This
observable features the characteristic threshold behaviour around 2mW , with a rather long tail
and a steeply falling cross section in the o↵-shell region below threshold. Although suppressed by
two orders of magnitude, the Z-boson resonance that originates from topologies of type (b) and
(c) in Figure 1 is clearly visible at mµ+e�⌫µ⌫̄e = mZ . Radiative QCD e↵ects turn out to be largely
insensitive to the EW dynamics that governs o↵-shell W -boson decays and dictates the shape of

¶The various kinematic variables are defined in terms of the o↵-shell W -boson momenta, pW+ = pµ+ + p⌫µ and
pW� = pe� + p⌫̄e .

13

dσ/dmT
ATLAS [fb/GeV] µ+e-νµν‾ e(WW-cuts)@LHC 13 TeV

LO
NLO
NNLO

10-4

10-3

10-2

10-1

100

p
r
o
d
u
c
e
d
 
w
i
t
h
 
M
A
T
R
I
X

mT
ATLAS [GeV]

dσ/dσNLO

NLO'+gg

 0.8
 0.9

 1
 1.1
 1.2
 1.3
 1.4
 1.5

 100  150  200  250  300

(a) (b)

Figure 11: Distribution in the W+W� transverse mass. W+W� cuts are applied. Absolute
predictions and relative corrections as in Figure 4.

that is not subject to the jet veto, i.e. in the strongly suppressed rapidity range |yj| > 4.5. At
NNLO, the presence of a second parton relaxes this restriction to some extent, thereby reducing
the suppression by about one order of magnitude. The loop-induced gg contribution does not
involve any QCD radiation and contributes only at ��ll,⌫⌫ = ⇡. As a consequence, the NLO and
NLO0+gg predictions at ��ll,⌫⌫ < ⇡ are almost identical, apart from minor di↵erences due to the
PDFs.

The invariant-mass distribution of the dilepton pair is presented in Figure 10. On the one hand,
if one takes into account NNLO scale variations, the NLO0+gg result is by and large consistent with
the NNLO prediction. On the other hand, the shapes of the NLO0+gg and NNLO distributions
feature non-negligible di↵erences, which range from +5% at low masses to �5% in the high-mass
tail. Nevertheless, NLO0+gg provides a reasonable approximation of the full NNLO result, in
particular regarding the normalization.

The distribution in the W+W� transverse mass,

mATLAS
T =

q
(ET,l1 + ET,l2 + pmiss

T )2 � (pT,l1 + pT,l2 + pmiss
T )2 , (5)

is displayed in Figure 11. Also in this case, apart from the strongly suppressed region of small
mATLAS

T , the NLO0+gg approximation is in quite good agreement with the full NNLO prediction.

In Figures 12 and 13 we show results for the pT distributions of the leading and subleading
lepton, respectively. In both cases the impact of NNLO corrections grows with pT . This is driven
by the gluon-induced contribution, which overshoots the complete NNLO result in the small-pT

20

Inclusive

Fiducial

[G
razzini, K

allw
eit, 

Pozzorini, Rathlev, 
W
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[higher order corrections to gg component: FC, Dowling, Melnikov, Röntsch, Tancredi (2016)]



NNLO: what have we learned so far?
Example: modeling TOP decay

t-channel single-top plus 
top-decay (NWA)

4
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FIG. 2. Predicted pseudorapidity distribution of the non-b
jet in the final state from top quark production with decay at
13 TeV with fiducial cuts applied. Only QCD corrections in
production are included.
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FIG. 3. Predicted transverse momentum distribution of the
leading b-jet from top quark production with decay at 13 TeV
with fiducial cuts applied. Only QCD corrections in decay are
included.

is less than one since there are more u-valence quarks
than d-valence quarks in the proton, and it decreases
with pseudorapidity because the d/u ratio decreases at

large x [48]. The uncertainty flags show the statistical
uncertainty from the MC integration. The ratios of the
three curves are shown in the lower panel. The spread
of the LO, NLO, and NNLO predictions is about 1% in
the central region. At large |⌘

l

|, the NLO correction can
reach about 2%, and the additional NNLO correction is
well below one percent. Also shown in the lower panel
are the 68% confidence-level uncertainty bands for three
sets of NNLO PDFs: CT14 [48], MMHT2014 [56] and
NNPDF3.0 [57]. For simplicity, we obtained these bands
using the LO matrix elements and the NNLO PDFs, and
we verified that quantitatively similar central values of
the bands are obtained if we use NLO matrix elements.
Since the PDF induced uncertainty is much larger than
the theoretical uncertainty of its NNLO prediction, the
charge ratio can be used reliably to further discriminate
among and constrain the PDFs, provided that experi-
mental uncertainties can be controlled to the same level,
as is also pointed out in [24]. This charge ratio may
also be sensitive to certain kinds of physics beyond the
SM [58].
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FIG. 4. Ratios of the fiducial cross sections of top anti-quark
to top quark production with decay at 13 TeV as a function
of the pseudorapidity of the charged lepton. The lower panel
shows ratios to the LO prediction as well as dependence on
the choice of PDFs.

Summary. We present the first calculation of NNLO
QCD corrections to t-channel single top quark produc-
tion with decay at the LHC in the 5-flavor scheme in
QCD, neglecting the cross-talk between the hadronic
systems of the two incoming protons. Our calculation
provides a fully di↵erential simulation at NNLO for
t-channel single top-quark production with leptonic

[Berger, Gao, Yuan, Zhu (2016)]

•Small inclusive corrections
•LARGE CORRECTIONS in exclusive region

4

ATLAS setup, e±µ⌥ channel [24]

energy fiducial volume LO [pb] NLO [pb] N̂NLO [pb] �
dec. ATLAS [pb]

7 TeV pT (l
±) > 25 GeV, |⌘(l±)| < 2.5 1.592+39.2%

�26.0% 2.007+11.9%
�13.2% 2.210+2.2%

�6.0% -0.3% 2.305+3.8%
�3.8%

7 TeV pT (l
±) > 30 GeV, |⌘(l±)| < 2.4 1.265+39.3%

�26.1% 1.585+11.8%
�13.1% 1.736+2.2%

�6.0% -0.8% 1.817+3.8%
�3.8%

8 TeV pT (l
±) > 25 GeV, |⌘(l±)| < 2.5 2.249+37.9%

�25.5% 2.855+11.9%
�12.9% 3.130+2.3%

�6.0% -0.3% 3.036+4.1%
�4.1%

8 TeV pT (l
±) > 30 GeV, |⌘(l±)| < 2.4 1.788+38.0%

�25.5% 2.256+11.7%
�12.9% 2.461+2.3%

�6.1% -0.7% 2.380+4.1%
�4.1%

CMS setup, e±µ⌥, e+e�, µ+µ� channel [25], 2 b-jets required (anti-kt algorithm [66], R = 0.5)

energy fiducial volume LO [pb] NLO [pb] N̂NLO [pb] �
dec. CMS [pb]

8 TeV
pT (l

±) > 20 GeV, |⌘(l±)| < 2.4,
3.780+37.4%

�25.3% 4.483+9.0%
�11.5% 4.874+2.5%

�6.8% -8.0% 4.73+4.7%
�4.7%pT (Jb) > 30 GeV, |⌘(Jb)| < 2.4

TABLE I. Fiducial cross sections for a variety of LHC center-of-mass energies and setups. Theoretical predictions with un-
certainties are tabulated at LO, NLO and N̂NLO as are the experimental measurements. The uncertainties on the measured
cross sections have been obtained by summing the individual statistical, systematic, beam and luminosity uncertainties in
quadrature. �

dec. indicates the impact on the cross section of higher-order corrections to the top decay, see eq. (3). The Monte
Carlo uncertainty on all theoretical predictions is better than 1‰.

pT (Jb) > 30 GeV is in place, and where the prediction
that treats the top decay only at LO is 8% larger than
the prediction that consistently includes corrections in
the decay. Coupled with the comparison to the precise
experimental measurements, these findings point to two
important conclusions. Firstly, NNLO corrections in gen-
eral are vital to describe fiducial-region cross sections ac-
curately. Secondly, corrections to the production sub-
process alone do not uniformly give a good description
of the measurements – higher-order corrections to the de-
cay must be included to see an improved agreement for
all setups considered.

Finally, we make a comparison to di↵erential CMS
measurements [68] in the di-lepton channel. In figure 2
we present absolute distributions for the average lepton
pseudo-rapidity, ⌘(l)ave. and the transverse momentum
of the lepton-pair, pT (l+, l�), and b-jet pair, pT (Jb, Jb̄),
normalised to the N̂NLO prediction. We have chosen
to rescale the published normalised data by the fiducial
cross section found in ref. [25] in order to make the di↵er-
ences between theoretical predictions at di↵erent orders
more visible. Since there are no published uncertainties
for the absolute distributions, we show the experimen-
tal points with two errorbars – the smaller errorbars are
those of the normalized cross section whilst the larger
ones are those of the normalized cross section added in
quadrature with the uncertainty of the fiducial cross sec-
tion used for rescaling. Overall, there is again good agree-
ment between the measurements and the N̂NLO predic-
tions – the latter agreeing with the former within uncer-
tainties in all bins. The N̂NLO brings an improvement
in the agreement not only in the overall normalization,
but also in the shape of each distribution for the bulk
of the region of phase-space measured. In the last bin

of the pT (l+, l�) and pT (Jb, Jb̄) distributions the agree-
ment becomes less good, however, in these regions both
theoretical and experimental uncertainty bands become
large.

CONCLUSIONS AND OUTLOOK

In this letter we have presented high-precision results
for the fully-di↵erential production and decay of a top-
quark pair in fiducial regions at the LHC. Our results
are based on the NWA and are accurate at approximate-
NNLO in the production subprocess and exact-NNLO in
the decay subprocess. The approximation we use in the
production does an excellent job at approximating the
exact NNLO for stable tops, giving us confidence in the
results we present for decayed top quarks.
We have shown that, in general, the NNLO corrections

are significant. Moreover, it is vital to include corrections
to the decay as well as to the production subprocess for an
accurate description of observables constructed from top-
quark decay products. The importance of going beyond
NLO is clearly seen when comparing theoretical predic-
tions to available ATLAS and CMS fiducial cross section
measurements. For di↵erent center-of-mass energies and
setups we consistently find that the agreement between
theory and measurement improves when the N̂NLO pre-
dictions are used. Additionally, we see an overall im-
provement in the agreement, in normalization as well as
in shape (for the bulk of the ranges considered) when
comparing to distributions constructed from lepton and
b-jet final states published by CMS.
We envision that the calculation presented in this let-

ter will open up a number of exciting possibilities for the

[Papanastasiou, 
G

ao (2017)]

tt, approx NNLOprod (carefully benchmarked against [Czakon et al]) x NNLOdecay



NNLO: what have we learned so far?
Example: VBF

In the fiducial region: ~5-10% corrections, i.e. one order of magnitude 
larger than for the inclusive cross-section. Non trivial shapes 4
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FIG. 2: From left to right, di↵erential cross sections for the transverse momentum distributions for the two leading jets, pt,j1
and pt,j2 , for the Higgs boson, pt,H , and the distribution for the rapidity separation between the two leading jets, �yj1,j2 .

interpretation is that since NNLO e↵ects redistribute jets
from higher to lower pt’s (cf. the plots for pt,j1 and pt,j2),
they reduce the cross section for any observable defined
with VBF cuts. As pt,H grows larger, the forward jets
tend naturally to get harder and so automatically pass
the pt thresholds, reducing the impact of NNLO terms.

As observed above for the total cross section with VBF
cuts, the NNLO di↵erential corrections are sizeable and
often outside the uncertainty band suggested by NLO
scale variation. One reason for this might be that NLO
is the first order where the non-inclusiveness of the jet
definition matters, e.g. radiation outside the cone modi-
fies the cross section. Thus NLO is, in e↵ect, a leading-
order calculation for the exclusive corrections, with all
associated limitations.

To further understand the size of the NNLO correc-
tions, it is instructive to examine a NLO plus parton
shower (NLOPS) calculation, since the parton shower
will include some approximation of the NNLO correc-
tions. For this purpose we have used the POWHEG VBF
H+2-jet calculation [20], showered with PYTHIA version
6.428 with the Perugia 2012 tune [35]. The POWHEG part
of this NLOPS calculation uses the same PDF, scale
choices and electroweak parameters as our full NNLO
calculation. The NLOPS results are included in Fig. 2,
at parton level, with multi-parton interactions (MPI)
switched o↵. They di↵er from the NLO by an amount
that is of a similar order of magnitude to the NNLO
e↵ects. This lends support to our interpretation that fi-
nal (and initial)-state radiation from the hard partons
is responsible for a substantial part of the NNLO correc-
tions. However, while the NLOPS calculation reproduces
the shape of the NNLO corrections for some observables

(especially pt,H), there are others for which this is not
the case, the most striking being perhaps �yj1,j2 . Par-
ton shower e↵ects were also studied in Ref. [36], using
the MC@NLO approach [37]. Various parton showers
di↵ered there by up to about 10%.

In addition to the NNLO contributions, precise phe-
nomenological studies require the inclusion of EW con-
tributions and non-perturbative hadronisation and MPI
corrections. The former are of the same order of magni-
tude as our NNLO corrections [13]. Using Pythia 6.428
and Pythia 8.185 we find that hadronisation corrections
are between �2 and 0%, while MPI brings up to +5%
at low pt’s. The small hadronisation corrections appear
to be due to a partial cancellation between shifts in pt
and rapidity. We leave a combined study of all e↵ects
to future work. The code for our calculation will also be
made public.

With the calculation presented in this letter, di↵er-
ential VBF Higgs production has been brought to the
same NNLO level of accuracy that has been available for
some time now for the ggH [38, 39] and VH [40] pro-
duction channels. This constitutes the first fully di↵er-
ential NNLO 2 ! 3 hadron-collider calculation, an ad-
vance made possible thanks to the factorisable nature of
the process. The NNLO corrections are non-negligible,
5–10%, i.e. an order of magnitude larger than the cor-
rections to the inclusive cross section. Their size might
even motivate a calculation one order higher, to N3LO,
to match the precision achieved recently for the ggH to-
tal cross section [41]. With the new “projection-to-Born”
approach introduced here, we believe that this is within
reach. It would also be of interest to obtain NNLO plus
parton shower predictions, again matching the accuracy

[Cacciari, Dreyer, Karlberg, Salam, Zanderighi (2016)]

towards N3LO differential in ggF → see B. Mistlberger’s talk



NNLO: what have we learned so far?
•Can we trust NNLO results in the fiducial region? Harsh cuts could 

introduce largish logs → perturbative breakdown…
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Figure 2. Comparison of matched N3LO+NNLO results for the jet veto efficiency to NNLO+NNLL
results (left) and to pure N3LO predictions (right).

transverse momentum differential spectrum. For a more detailed discussion of this we refer
the reader to Appendix A.

Fig. 2 shows the impact of matching the NNLL resummed results with the N3LO
result, compared to NNLO+NNLL results (left) and to pure N3LO results (right). In the
left-hand plot, one sees a clear reduction in uncertainties in going from NNLO+NNLL to
N3LO+NNLL, as expected given the impact of the N3LO results shown in Fig. 1. While
the NNLO+NNLL results had a substantially smaller uncertainty band than pure NNLO,
once one includes one additional order in ↵s, resummation brings essentially no further
reduction, as is visible in the right-hand plot. It does, however, induce a small shift in
the central value (and uncertainty band), whose magnitude is slightly smaller than the
uncertainty itself.

2.4 Jet-radius dependence and small-R effects

Two terms in Eq. (2.5) are connected with the choice of jet definition and in particular
depend on the jet radius R. Fclust

(R) accounts for clustering of independent soft emissions
and for commonly used values of R is given by [5, 13]

Fclust
(R) =

4↵2
s(pt,veto)C

2
AL

⇡2

✓
� ⇡2R2

12

+

R4

16

◆
. (2.12)

Fcorrel
(R) [13] comes from the correlated part of the matrix element for the emission of two

soft partons. For our purposes it is useful to further split it into two parts,

Fcorrel
(R) =

4↵2
s(pt,veto)CAL

⇡2

✓
f1 ln

1

R
+ freg(R)

◆
, (2.13)

where the coefficient of the logarithm of R is

– 8 –

[Banfi, FC
, D

reyer, M
onni, Salam

, 
Zanderighi, D

ulat (2015)]

•No breakdown of fixed (high) order till very low scales
•Fixed (higher) order captures bulk of the effect

Example: Higgs production with jet veto (H→WW…)



2 → 2 phenomenology  
at NNLO: 

unsolved puzzles



NNLO: open puzzles
•V+j: unexpected disagreement even with high precision / clean data

4

results of refs. [46, 47] we will adopt the choice therein
for all our results, namely the use of ↵em(mZ) = 1/127.9.
This choice has previously been theoretically motivated
in refs. [47, 48] and, as we will observe later, it is sup-
ported phenomenologically by an improved description
of ATLAS data [4, 8].

In order to validate the method, we first study the de-
pendence of the power corrections on the jet cone size R
that is indicated in Fig. 1. We compute the NNLO coef-
ficient in the perturbative expansion of the cross-section
(��NNLO), for R = 0.2 and R = 0.4, for photons with
p�

T > 150 GeV. Our results are shown in Fig. 2. We
observe that for ⌧ cut

1 & 0.14 GeV the power corrections
result in predictions for the NNLO coe�cient that are
quite di↵erent for the two values of R. However, for
⌧ cut
1 . 0.14 GeV the predictions tend towards the same
result and are in much better agreement. We also note
that the smaller cone size has a much flatter dependence
on ⌧ cut

1 . Although some residual e↵ect from power cor-
rections can be seen for R = 0.2, the cross section is
essentially asymptotic for ⌧ cut

1 . 0.7 GeV.
Given that our calculation is ultimately insensitive to

R we can thus choose our value to expedite the onset
of asymptotic behavior. We thus choose R = 0.2 hence-
forth. In Figure 3 we present the ⌧ cut

1 dependence for
the softer region 65 < p�

T < 150 GeV, which corresponds
to the softest photons we study in this paper. It is clear
that the power corrections are sizable for ⌧ cut

1 & 0.2 GeV,
but that there is little dependence on ⌧ cut

1 in the region
⌧ cut
1  0.1 GeV. This is in line with the expected scaling
from the harder (> 150 GeV) region we studied previ-
ously. For our subsequent comparison with ATLAS data
we set ⌧ cut

1 = {0.1, 0.2, 0.7} GeV for the phase space
regions p�

T > {65, 150, 470} GeV respectively.

In Fig. 4 we compare our NNLO (and NLO) predictions
from MCFM with 8 TeV ATLAS data [4]. The shaded
bands represent the scale uncertainty, obtained by con-
sidering relative deviations using a six-point scale varia-
tion about our central choice: {µR, µF } = {�1p

�
T , �2p

�
T }

with �i 2 {2, 1, 1/2} and �1 6= ��1
2 . It is clear that the

scale dependence is greatly reduced for the NNLO predic-
tion when compared to NLO. For the central scale choice
the NNLO prediction is around 5% larger than NLO.
The central scale is close to the maximum of the uncer-
tainty band, with deviations around +1% and �4% over
much of the range. The tendency of the theoretical pre-
diction to overestimate the data in the high pT region is
more pronounced when the NNLO correction is included.
This leads to a significant disagreement between theory
and data, far outside the NNLO scale uncertainty band.
We note that our larger value of ↵em, results in a much
better agreement with data than the lower choice used
in [4] (c.f. also ref. [8]).
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Figure 4: A comparison of the MCFM predictions for
the transverse momentum of the photon to ATLAS 8 TeV
data [4].

Given the small uncertainty in the NNLO QCD predic-
tion, and the resulting tension with data, it is especially
important to investigate the impact of additional theoret-
ical e↵ects not included in the pure QCD prediction. At
high energies it is well-known that the impact of Sudakov
e↵ects, arising from the virtual radiation of heavy elec-
troweak bosons, is important for this process [8, 46, 47].
Using a parametrized form that captures the e↵ect of
these leading-logarithmic electroweak corrections to good
accuracy [47] it is possible for us to also account for these
e↵ects. We thus modify our NNLO prediction by rescal-
ing it by a factor [1 + ��ew

V (p�
T )], where ��ew

V (p�
T ) is

specified in ref. [47].
Accounting for both NNLO QCD and electroweak ef-

fects in this way provides the improved prediction shown
in the top panel of Fig 5. This shows a dramatic im-
provement in the overall agreement between our theoret-
ical prediction and data after the inclusion of electroweak
e↵ects. It is a remarkable feat that the experimental and
theoretical uncertainties are now under such good control
that the inclusion of the electroweak corrections becomes
mandatory to ensure agreement between theory and data
at energies as low as a few hundred GeV. To indicate
the level of improvement that the NNLO QCD correc-
tions provide, the lower panel shows a comparison of our
best prediction and the previous most accurate calcula-
tion presented in ref. [8]. The result of ref. [8], obtained
using the PeTeR code, accounts for threshold resumma-
tion to N3LL accuracy and also includes the same elec-

•Small deviations evident in the overall normalization 
(Z pt) and shape (γ ET). Calibration? PDFs? Non pert?
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Figure 4. The unnormalised double-di↵erential transverse momentum distribution for the Z boson
in windows of invariant mass of the leptons, m``, with a rapidity cut on the Z boson of |yZ | < 2.4.
The ATLAS data is taken from Ref. [15]. The luminosity error is not shown. The green bands
denote the NLO prediction with scale uncertainty and the blue bands show the NNLO prediction
with scale uncertainty.

against a parton at high transverse momentum. So our NNLO prediction for the inclusive

cross section in these mass bins is e↵ectively only NLO accurate, with consequently larger

scale dependence. In the three bins with larger m``, the scale uncertainty on the NNLO

prediction is below 0.7%, which results in tension between data and theory at the level of

two standard deviations.

Combining together the unnormalised di↵erential distribution with the inclusive cross

sections, we obtain the normalised distributions shown in Figure 6. Because of the large

scale uncertainty in the inclusive cross section, the theoretical errors dominate the low m``

bins. At large m``, the tension between the data and NNLO theory is largely relieved.

At the highest values of pZT , the tendency of the data to fall below the theory prediction

may be an indication of the onset of electroweak corrections [11], which are negative in

this region. Any remaining tension for medium values of pZT could potentially be accounted

for revisiting the parton distribution functions (especially the gluon distribution) in the

kinematical region relevant to this measurement.

The same tension between NNLO theory and ATLAS data for the unnormalised distri-

bution is visible in Figure 7, which shows the unnormalised double-di↵erential distribution

with respect to the transverse momentum of the Z boson for 66 GeV < m`` < 116 GeV
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Figure 4. The unnormalised double-di↵erential transverse momentum distribution for the Z boson
in windows of invariant mass of the leptons, m``, with a rapidity cut on the Z boson of |yZ | < 2.4.
The ATLAS data is taken from Ref. [15]. The luminosity error is not shown. The green bands
denote the NLO prediction with scale uncertainty and the blue bands show the NNLO prediction
with scale uncertainty.
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Combining together the unnormalised di↵erential distribution with the inclusive cross

sections, we obtain the normalised distributions shown in Figure 6. Because of the large

scale uncertainty in the inclusive cross section, the theoretical errors dominate the low m``

bins. At large m``, the tension between the data and NNLO theory is largely relieved.

At the highest values of pZT , the tendency of the data to fall below the theory prediction

may be an indication of the onset of electroweak corrections [11], which are negative in

this region. Any remaining tension for medium values of pZT could potentially be accounted

for revisiting the parton distribution functions (especially the gluon distribution) in the

kinematical region relevant to this measurement.

The same tension between NNLO theory and ATLAS data for the unnormalised distri-

bution is visible in Figure 7, which shows the unnormalised double-di↵erential distribution

with respect to the transverse momentum of the Z boson for 66 GeV < m`` < 116 GeV
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NNLO: open puzzles
•Inclusive jet spectrum: μ = pt,L vs pt
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Figure 1 – NLO/LO (green), NNLO/NLO (red) and NNLO/LO (blue) k-factors for jet production at
p
s = 7 TeV.

The lines correspond to the double di↵erential k-factors (ratios of perturbative predictions in the perturbative
expansion) for pT > 100 GeV and across six rapidity |y| slices. Lines correspond to theoretical predictions
evaluated with NNLO PDFs from NNPDF3.0 and central scale choice µ = pT1 (left plot) and µ = pT (right plot).

two-loop matrix elements are cancelled in analytic and local form against the ✏-poles of the
integrated antenna subtraction terms. All predictions presented in this talk have been obtained
with the parton level generator NNLOJET which implements the antenna subtraction scheme to
compute fully di↵erential jet cross sections at NNLO in QCD.

The results presented here are for the experimental setup (pT and rapidity bin widths) used
by the ATLAS 11 collaboration for the

p
s = 7 TeV 4.5 fb�1 data set with jets reconstructed

using the anti-kT jet algorithm with R = 0.4. The cuts imposed on the jet data include all
jets found with pT � 100 GeV and |y| < 3. The theoretical calculation uses the NNPDF3.0
NNLO PDF set with ↵s(M2

Z) = 0.118 for LO, NLO and NNLO contributions. Similarly to
the analysis performed by ATLAS 11 we set the renormalisation scale, µR, and the factorisation
scale, µF , in the theory prediction equal to the leading jet transverse momentum pT1 for each
event. Additionally we present results using the individual jet transverse momentum pT at the
event level as the µR and µF scales for each jet’s contribution to the single jet inclusive cross
section. For the leading jet in the event this scale is identical to pT1 and so its contribution
is insensitive to the scale choice between pT and pT1. Similarly, 2-jet events where the jets
are balanced in pT cannot generate any di↵erence as pT = pT1 = pT2. Away from these jet
configurations, the subleading jets will have smaller pT than the leading jet in the event and so
choosing the individual jet pT as the theoretical scale will mean that the scale used to calculate
the weight associated with a jet will on average be smaller than the scale pT1.

For these reasons at the LO the two scale choices generate the same prediction and similarly,
for all events at higher order that have LO kinematics there is no di↵erence between the two
scale choices. In particular at high-pT the scale choices once again converge as is to be expected
for the largely back-to back configurations found at high-pT . Kinematical configurations where
the scale choices do not coincide are events with three or more hard jets and events with hard
emissions outside the jet fiducial cuts that generate an imbalance in pT between the leading and
subleading jets in the event.

In Fig. 1 we show the potential for the NNLO correction to change the shape of the dis-
tribution relative to NLO. As a function of pT in six rapidity slices we show the k-factors for
NLO/LO, NNLO/NLO and NNLO/LO for a perturbative expansion using the scale µ = pT1

(left plot) and µ = pT (right plot). Using the pT1 scale choice we observe that the NNLO
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Figure 1 – NLO/LO (green), NNLO/NLO (red) and NNLO/LO (blue) k-factors for jet production at
p
s = 7 TeV.

The lines correspond to the double di↵erential k-factors (ratios of perturbative predictions in the perturbative
expansion) for pT > 100 GeV and across six rapidity |y| slices. Lines correspond to theoretical predictions
evaluated with NNLO PDFs from NNPDF3.0 and central scale choice µ = pT1 (left plot) and µ = pT (right plot).

two-loop matrix elements are cancelled in analytic and local form against the ✏-poles of the
integrated antenna subtraction terms. All predictions presented in this talk have been obtained
with the parton level generator NNLOJET which implements the antenna subtraction scheme to
compute fully di↵erential jet cross sections at NNLO in QCD.

The results presented here are for the experimental setup (pT and rapidity bin widths) used
by the ATLAS 11 collaboration for the

p
s = 7 TeV 4.5 fb�1 data set with jets reconstructed

using the anti-kT jet algorithm with R = 0.4. The cuts imposed on the jet data include all
jets found with pT � 100 GeV and |y| < 3. The theoretical calculation uses the NNPDF3.0
NNLO PDF set with ↵s(M2

Z) = 0.118 for LO, NLO and NNLO contributions. Similarly to
the analysis performed by ATLAS 11 we set the renormalisation scale, µR, and the factorisation
scale, µF , in the theory prediction equal to the leading jet transverse momentum pT1 for each
event. Additionally we present results using the individual jet transverse momentum pT at the
event level as the µR and µF scales for each jet’s contribution to the single jet inclusive cross
section. For the leading jet in the event this scale is identical to pT1 and so its contribution
is insensitive to the scale choice between pT and pT1. Similarly, 2-jet events where the jets
are balanced in pT cannot generate any di↵erence as pT = pT1 = pT2. Away from these jet
configurations, the subleading jets will have smaller pT than the leading jet in the event and so
choosing the individual jet pT as the theoretical scale will mean that the scale used to calculate
the weight associated with a jet will on average be smaller than the scale pT1.

For these reasons at the LO the two scale choices generate the same prediction and similarly,
for all events at higher order that have LO kinematics there is no di↵erence between the two
scale choices. In particular at high-pT the scale choices once again converge as is to be expected
for the largely back-to back configurations found at high-pT . Kinematical configurations where
the scale choices do not coincide are events with three or more hard jets and events with hard
emissions outside the jet fiducial cuts that generate an imbalance in pT between the leading and
subleading jets in the event.

In Fig. 1 we show the potential for the NNLO correction to change the shape of the dis-
tribution relative to NLO. As a function of pT in six rapidity slices we show the k-factors for
NLO/LO, NNLO/NLO and NNLO/LO for a perturbative expansion using the scale µ = pT1

(left plot) and µ = pT (right plot). Using the pT1 scale choice we observe that the NNLO
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-10%

[Currie, Glover, Gehrmann, Gehrmann-de Ridder, Huss, Pires (2017)]

•Despite small scale variation, very large dependence on scale choice 
(hardest jet in the event vs individual jet). Non trivial jet dynamics to 
be understood
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NNLO: applications
High precision data on top, di-jet and Z pT give DIRECT SENSITIVITY TO 
THE GLUON PDF. Can now be systematically included in NNLO PDF fits 
(coming very soon, NNPDF3.1 sets already on LHAPDF)

A key player: TOP DIFFERENTIAL DISTRIBUTIONS

 20

 40

 60

 80

 100

 120

 140 dσ/dyt [pb]
NNLO theory

NNPDF3.0
MMHT14

CT14
CMS

ATLAS

 0.9

 0.95

 1

 1.05

 1.1

 1.15

 1.2

 1.25

-2
.5

-1
.6

-1
.2

-0
.8

-0
.4  0

 0
.4

 0
.8

 1
.2

 1
.6

 2
.5

yt

Ratio to NNPDF3.0

 0.05

 0.1

 0.15

 0.2

 0.25

 0.3

 0.35

 0.4

 0.45 (1/σ)dσ/dyt
NNLO theory

NNPDF3.0
MMHT14

CT14
CMS

ATLAS

 0.9

 0.95

 1

 1.05

 1.1

 1.15

 1.2

 1.25

-2
.5

-1
.6

-1
.2

-0
.8

-0
.4  0

 0
.4

 0
.8

 1
.2

 1
.6

 2
.5

yt

Ratio to NNPDF3.0

Figure 7: Same as Fig. 5 for the top quark rapidity distribution yt.
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Figure 8: Same as Fig. 7 now for NNPDF3.0, ABM12 and HERAPDF2.0.

13

 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 1.4 dσ/dmtt
- [pb/GeV]

NNLO theory

LHC 8 TeV

NNPDF (before)
NNPDF (after)

CMS
ATLAS

 0.6

 0.7

 0.8

 0.9

 1

 1.1

 1.2

 1.3

 1.4

 1.5

 3
4

5
 4

0
0

 4
7

0

 5
5

0

 6
5

0

 8
0

0

 1
1

0
0

 1
6

0
0

mtt
- [GeV]

Ratio to baseline

 0

 0.001

 0.002

 0.003

 0.004

 0.005

 0.006 (1/σ)dσ/dmtt
- [1/GeV]

NNLO theory

LHC 8 TeV

NNPDF (before)
NNPDF (after)

CMS
ATLAS

 0.6

 0.7

 0.8

 0.9

 1

 1.1

 1.2

 1.3

 1.4

 1.5

 3
4

5
 4

0
0

 4
7

0

 5
5

0

 6
5

0

 8
0

0

 1
1

0
0

 1
6

0
0

mtt
- [GeV]

Ratio to baseline

Figure 19: The NNLO theoretical predictions for the absolute (left) and normalized (right) mtt̄ distri-
butions at the LHC 8 TeV, obtained from the global PDF fit before and after the optimal combination
of top data has been included. The theory predictions include only the 1–� PDF uncertainty band, while
scale uncertainties are not shown. The lower panels show the results as a ratio to the baseline fit.

shown in Figs. 19 and 20 has actually been used as input in the fit.
The quality of the description of the ptT and mt¯t data improves in most cases, both for

absolute and normalized distributions, as quantified by the decrease in the values of the �2 per
data point collected in Tab. 7: for ATLAS absolute (normalized) pTT distribution, the �2 drops
down from 2.37 (2.93) to 2.19 (2.49); for CMS absolute (normalized) pTT distribution from 3.50
(4.31) to 2.91 (3.33); for CMS absolute (normalized) mt¯t distribution from 7.07 (12.0) to 4.77
(8.05). An exception is represented by ATLAS absolute (normalized) mt¯t distribution, where
instead the �2 increases from 4.27 (2.30) to 5.01 (4.55). Indeed, the fit tends to move towards
the CMS data, which is more precise than the ATLAS data, but in clear tension with the latter.

In comparison to the global baseline fit, theoretical predictions for the mt¯t and ptT distribu-
tions are more precise in the optimal fit with our optimal choice of top-quark data included.
This is a direct consequence of the large-x gluon constraints derived from fitting the yt and yt¯t
distributions. For the top-quark pair invariant mass distributions, the PDF uncertainties in the
rightmost bin, a region which is crucial for BSM searches, are reduced by more than a factor of
two. This reduction would be even more pronounced for larger mt¯t, as can be inferred from the
gg luminosity in Fig. 18. For the case of the top quark ptT distribution, we also observe a sizable
PDF uncertainty reduction in the entire range probed by the LHC measurements, which can be
again as large as a factor of two for ptT ' 500 GeV.

Figs. 19 and 20 highlight the potential of a comprehensive program of measurements of top-
quark pair production to achieve a self-consistent reduction of theoretical uncertainties with the
subsequent improvement of the prospects for BSM searches. In the specific case studied in this
work, we have shown how the inclusion in the global fit of the normalized yt and yt¯t distributions
leads to improved theory predictions for ATLAS and CMS ptT distributions and for CMS mt¯t

distributions. A corresponding improvement in the ATLAS mt¯t distributions is not observed,
though it might become evident once the apparent tension between ATLAS and CMS data will
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Discriminating 
power between 

different PDF sets

Better control on 
high mass tail 

(BSM…)
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NNLO: applications
Are data/predictions globally compatible: IT SEEMS SO 
(with the caveats mentioned before…)

34

Impact on the gluon
!

 In NNPDF3.1 we have three groups of processes that provide direct information on the gluon: 
inclusive jets, top pair differential, and the Z transverse momentum!

 Are the constraints from each of these groups consistent among them? Yes!
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Application of NNLO results: H pT
[Bizon, Monni, Re, Rottoli, Torrielli (2017)]

•Matching of NNLO H+J with N3LL Higgs pT resummation
•Significant reduction of perturbative uncertainties from NLO+NNLL 

to NNLO+NNLL, no large N3LL effect
•Again, no breakdown of perturbation theory until very low scales 

(resummation effects: 25% at pT = 15 GeV, ~0% at pT = 40 GeV)

RadISH, 13 TeV, mH = 125 GeV

µR = µF = mH, Q = mH/2

PDF4LHC15 (NNLO)
uncertainties with µR, µF, Q variations (x 3/2)
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Figure 4. Comparison among the matched normalised distributions at N3LL+NNLO, NNLL+NNLO, and
NNLO. The uncertainties are obtained as described in the text.

cancellations implicit in the observable’s defintion. In particular, we studied the class of inclusive
observables that do not depend on the rapidity of the QCD radiation. Members of this class are,
among others, the transverse momentum of a heavy colour singlet and the �⇤ observable in Drell-
Yan pair production. We obtained an all-order formula that is valid for all observables belonging
to this class, and we explicitly evaluated it to N3LL up to effects due to the yet unknown four-
loop cusp anomalous dimension. In the case of the transverse momentum of a colour singlet, we
proved that our formulation is equivalent to the more common solution in impact-parameter space
at this accuracy. This equivalence allowed us to extract the ingredients necessary to compute
the Sudakov radiator at N3LL using the recently computed B(3) coefficient [25]. The radiator is
universal for all observables of this class [41], which can therefore be resummed to this accuracy
with our approach. The all-order result was shown to reproduce the correct power-like scaling
in the small-pt limit, where the perturbative component of the coefficient of the intercept can be
systematically improved by including higher-order logarithmic corrections. We implemented our
results in the exclusive generator RadISH, which performs the resummation and the matching to
fixed order, and allows the user to apply arbitrary kinematic cuts on the Born phase space. Although
we explicitly treated the case of Higgs production, the code developed here can automatically handle
any colour-singlet system.

As a phenomenological application, we computed the Higgs transverse-momentum spectrum
at the LHC. In comparison to the NNLL+NLO prediction, we find that N3LL+NLO effects are
moderate in size, and lead to O(10%) corrections near the peak of the distribution and they are
somwhat larger for pt . 10GeV. The scale uncertainty of the matched calculation is reduced by
the inclusion of the N3LL corrections in the small transverse-momentum region. When matched
to NNLO, the effect of the N3LL is pushed towards lower pt values, leading to a few percent
correction to the previously known NNLL+NNLO prediction [37] around the peak, and to more
sizeable effects at smaller pt values. In order to further improve the theoretical control in the
small-medium transverse momentum region, it will be necessary to consider the deviations from
the large-mt approximation. Recently, progress has been made in this respect by computing the
NLO corrections to the top-bottom interference [12]. Higher-order effects due to the leading tower
of logarithms of pt/mb were addressed in ref. [79] and were found to be moderate in size. The
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FIG. 1. Comparison of the Higgs pH

t
NNLL+NLO prediction as

obtained in this letter (red) to HqT (green). For reference, the pre-
dictions obtained with MiNLO at NLO (orange), and FxFx (blue)
are shown. Lower panel: ratio of the various distributions, nor-
malised to their respective central-scale inclusive cross sections, to
the central NNLL+NLO prediction. Uncertainty bands are shown
only for the resummed results.
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FIG. 2. Higgs pH

t
at NNLL+NNLO (red), NNLL+NLO (green),

and NNLO (blue). Lower panel: ratio of the three predictions to
the NNLL+NNLO one.

µR = µF = mH, and Q = mH/2. The perturbative un-
certainty for all predictions is estimated by varying both
µR and µF by a factor of two in either direction while
keeping 1/2 ≤ µR/µF ≤ 2. Moreover, for central µR and
µF scales we vary the resummation scale Q by a factor of
two in either direction.
To validate our result, in the main panel of figure 1 we
show the comparison of our prediction for the Higgs-
transverse-momentum spectrum at NNLL+NLO to that
obtained with HqT [4, 35]. As expected, we observe a very
good agreement over the entire pH

t range between these

two results, which have the same perturbative accuracy.
Our NNLL+NLO prediction is moderately higher in the
peak of the distribution, and lower at intermediate pH

t
values, although this pattern may slightly change with
different central-scale choices. These small differences
have to do with the different treatment of subleading ef-
fects in the two resummation methods. The agreement
of the two results, both for the central scale and for the
uncertainty band, is even more evident in the lower inset
of figure 1, which displays the ratio of the various dis-
tributions, each normalised to its central-scale inclusive
rate, to our normalised central NNLL+NLO curve.
For comparison, figure 1 also reports the pH

t distribu-
tion obtained with the NLO version of POWHEG+MiNLO
[36–38], and with the MadGraph5 aMC@NLO+FxFx [39–41]
event generators, using default renormalisation and fac-
torisation scales for the two methods (in FxFx a merging
scale µQ = mH/2 has been employed). Both genera-
tors are interfaced to Pythia8.2 [42], without includ-
ing hadronisation, underlying event, and primordial k⊥
(whose impact has been checked to be fully negligible
for this observable), and use PDF4LHC15 parton densi-
ties at NLO. By inspecting the normalised ratios shown
in the lower panel, one observes that the shape of the
Monte-Carlo predictions deviates significantly from the
NNLL+NLO results at pH

t ! 60GeV.
Figure 2 shows the comparison of the matched

NNLL+NNLO result to the NNLL+NLO and the fixed-
order NNLO predictions. The inclusion of the NNLO
corrections leads to a 10− 15% increase in the matched
spectrum for pH

t > 15GeV, and to a consistent reduction
in the perturbative uncertainty, to the ±10%-level in
the considered pH

t range. The impact of resummation
on the fixed order becomes increasingly important for
pH

t ! 40GeV, reaching about 25% at pH

t = 15GeV. For
pH

t " 40GeV, the matched prediction reduces to the
NNLO one.

In this letter we have presented a new method, entirely
formulated in momentum space, for the resummation
of the transverse momentum of a colour-singlet final
state in hadronic collisions. We have used it to obtain
the first NNLL+NNLO prediction for the Higgs-boson
transverse-momentum spectrum at the LHC. Higher-
order logarithmic corrections beyond NNLL can be
systematically included within this framework. Our
approach does not rely on any specific factorisation
theorem, and therefore it can be generalised to treat
any observable featuring kinematic cancellations in the
infrared region – like for instance φ∗ in Drell-Yan pair
production [43] or the oblateness in electron-positron
annihilation – as well as to compute any other observable
which can be treated with the methods of refs. [25, 26].
Notably, this paves the way for formulating a simulta-
neous resummation for the Higgs and the leading-jet
transverse momenta at NNLL.

We are very grateful to F. Caola for providing us with



t̃ ! t+ �0
1/G̃, mt̃ ⇠ mt � m�0

1,G̃
, �t̃ ⇡ 0.15 · �t
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FIG. 3: Left: two dimensional 95% C.L. exclusion limits in the neutralino-stop mass plane. Our derived limits are shown in
red (with expected limits shown as a dashed line), LEP limits [63] in gray while the CMS direct stop search in the light stop
region [25] is shown in blue. Right: excluded regions for massless neutralino in the stop-top mass plane. Excluded region from
our analysis derived using the top cross section alone (i.e. without assuming prior knowledge of the top mass) are shaded in
red, while the LEP limits are shown in gray. The e↵ect of combining the �tt̄ measurement with current mt measurements
(assuming no stop contamination) is shown as a blue line. Expected limits are shown as dashed lines. For both plots we assume
right-handed stop, t̃R.

limits [63] beyond the LEP kinematical range into a re-
gion currently unconstrained by LHC direct searches.
Stop mass limits based on the top cross section may
reach and extend beyond the top mass, with the bino
LSP case being more strongly constrained at higher stop
masses and being less constrained, for t̃R decays around
80 � 100GeV, due to the less e�cient t ! t̃�0

1 decays,
see Fig. 1 (right).

In Fig. 3a we present the case where the bino mass
is allowed to move in the (mt̃, m�0

1
) plane, comparing

our limits to those obtained by other existing direct stop
searches [25, 63]. Our method is closing the stealth stop
window for low neutralino masses, m�0

1
. 20GeV, while

it is not e↵ective for higher masses because signal rates
rapidily become too low with increasing m�0

1
.

Finally, in Fig. 3b we consider the case where the as-
sumption of a known top mass is relaxed. We use the
mt dependence of �tt̄ presented in [59]. We show the
limits of this scenario in the (mt̃,mt) plane for massless
bino. If mt is not known, either due to stop contam-
ination or to theoretical uncertainties [77], an increase
in mt can reduce �tt̄, thus compensating the e↵ects of
the extra SUSY contributions. Therefore the top cross
section is now allowing a significantly larger band in the
top–stop mass plane. However a 10GeV shift in the top

mass is required to re-open the stop window all the way
below 150GeV. While this shift is likely too large to
be allowed by current top mass measurements given the
agreement across di↵erent analysis techniques and given
the O(2GeV) uncertainty on mt in the endpoint analy-
sis in [78], the precise extent of the allowed regions can
ultimately be constrained only by studying SUSY con-
tamination in top mass analyses. In Fig. 3b we also
show the limit that would be achieved by combining the
cross section measurement with a mass measurement of
mt = 173.34 ± 0.76GeV [79], in order to illustrate the
sensitivity assuming present mass measurements are not
significantly impacted by the presence of stops.

Discussion: We have introduced a novel method for
constraining light stops with precision top cross sec-
tion measurements at the LHC. The idea of using preci-
sion SM measurements to constrain BSM physics is well
known for indirect observables (like electroweak preci-
sion measurements or flavor violating observables), but
mostly unexplored at high energy colliders, such as the
LHC, where a dichotomy between “measurements” and
“searches” is often present. This type of studies can be
very powerful in covering the shortcomings of standard
searches, but clearly require high precision for both the-
ory and experiment which, at present, makes them appli-
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Stop mass limits based on the top cross section may
reach and extend beyond the top mass, with the bino
LSP case being more strongly constrained at higher stop
masses and being less constrained, for t̃R decays around
80 � 100GeV, due to the less e�cient t ! t̃�0

1 decays,
see Fig. 1 (right).

In Fig. 3a we present the case where the bino mass
is allowed to move in the (mt̃, m�0

1
) plane, comparing

our limits to those obtained by other existing direct stop
searches [25, 63]. Our method is closing the stealth stop
window for low neutralino masses, m�0
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. 20GeV, while

it is not e↵ective for higher masses because signal rates
rapidily become too low with increasing m�0

1
.

Finally, in Fig. 3b we consider the case where the as-
sumption of a known top mass is relaxed. We use the
mt dependence of �tt̄ presented in [59]. We show the
limits of this scenario in the (mt̃,mt) plane for massless
bino. If mt is not known, either due to stop contam-
ination or to theoretical uncertainties [77], an increase
in mt can reduce �tt̄, thus compensating the e↵ects of
the extra SUSY contributions. Therefore the top cross
section is now allowing a significantly larger band in the
top–stop mass plane. However a 10GeV shift in the top

mass is required to re-open the stop window all the way
below 150GeV. While this shift is likely too large to
be allowed by current top mass measurements given the
agreement across di↵erent analysis techniques and given
the O(2GeV) uncertainty on mt in the endpoint analy-
sis in [78], the precise extent of the allowed regions can
ultimately be constrained only by studying SUSY con-
tamination in top mass analyses. In Fig. 3b we also
show the limit that would be achieved by combining the
cross section measurement with a mass measurement of
mt = 173.34 ± 0.76GeV [79], in order to illustrate the
sensitivity assuming present mass measurements are not
significantly impacted by the presence of stops.

Discussion: We have introduced a novel method for
constraining light stops with precision top cross sec-
tion measurements at the LHC. The idea of using preci-
sion SM measurements to constrain BSM physics is well
known for indirect observables (like electroweak preci-
sion measurements or flavor violating observables), but
mostly unexplored at high energy colliders, such as the
LHC, where a dichotomy between “measurements” and
“searches” is often present. This type of studies can be
very powerful in covering the shortcomings of standard
searches, but clearly require high precision for both the-
ory and experiment which, at present, makes them appli-

direct searches

this method

Application: hunting elusive BSM signals
[Czakon, Mitov, Papucci, Ruderman, Weiler (2014)]

•Hunting for stealthy stop
•CMS di-lepton analysis: δσexp ~4 .5%
•NNLO SM prediction: δσth ~4 .5%
•Significant discovery / exclusion power

similar ideas in [Czakon, Heymes, Mitov (2016)]



NNLO: status and future
•A lot of theoretical progress in the recent past
•This lead to realistic 2→2 PHENOMENOLOGY AT NNLO
•Many interesting features

•Greatly reduced th. uncertainties (expected)
•Stability w.r.t. logarithmic corrections (not so obvious) → fiducial region

•And a few surprises
•Non trivial jet dynamics (larger than naively expected corrections)
•Curious data/theory discrepancies (PDFs? NonPert?)

•A lot more to explore
•More pheno: e.g. jet dynamics @ NNLO vs mergedPS…
•2→2 in ``extreme’’ kinematics (boosted/off-shell H+j and pp→VV)
•better understanding of jet dynamics: pp → 3j. Also: αs, maybe some extra 

handle to understand NP effects?
•Important backgrounds / precision tests: Hjj (VBF contamination, jet-bin 

correlations…), Vjj, ttj



NNLO: status and future

•This will require significant improvement on stat-of-the art
•Breaking the 2 → 2 barrier highly non trivial

•2-loop amplitudes
•1-loop: stable/fast 2→4 loop amplitudes in the soft/collinear region
•more efficient IR subtraction
•even if the goal is ≠ from NLO, at least some degree of automation

•Beyond NNLO?
•Exclusive Higgs at N3LO
•N3LO beyond the Higgs?

THE LHC PROVIDES CONSTANT MOTIVATION AND INSPIRATION 
EXCITING TIMES AHEAD!



Thank you  
very much for 
your attention!



Non-perturbative effects in Z pT
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impact of 0.5 GeV shift of Z pT

0.5 GeV is perhaps conservative(?) 
Suggests up to 2% effects could be 

present.

➤ Inclusive Z cross section should have  
~Λ2/M2 corrections (~10-4 ?) 

➤ Z pT is not inclusive so corrections can 
be ~Λ/M. 

➤ Size of effect can’t be probed by turning 
MC hadronisation on/off 
[maybe by modifying underlying MC 
parameters?] 

➤ Shifting Z pT by a finite amount 
illustrates what could happen

32A conceptually similar problem is present for the W momentum in top decays

[G. Salam, ``Future challenges for precision QCD’’]



Parton distribution functions circa 2016UNCERTAINTIES ON PARTONIC LUMINOSITIES — V. RAPIDITY(Y) AND MASS
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[plots by G
. Salam

]

•Big improvement w.r.t. few years ago [better handling on fit, larger data 
coverage (LHC)]. Reasonable consensus among different groups

•FOR CENTRAL EW PRODUCTION: 2/3% PRECISION

• Going below may require some rethinking of PDF uncertainty


