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Large building with 2700 m2 surface for

computing equipment, capacity for 2.9 MW
| electricity and 2.9 MW air and water cooling

" Centre de calcul
Computer centre

Chillers Transformers
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To provide the information technology
required for the fulfillment of the
laboratory’s mission in an efficient and
effective manner through building
world-class competencies in the
technical analysis, design, procurement,
implementation, operation and support
of computing infrastructure and
services.
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Users need access to

Communication tools : mail, web, twiki, GSM, ...

Productivity tools . office software, software development,
compiler, visualization tools, engineering
software, ...

Computing capacity : CPU processing, data repositories, personal

storage, software repositories, metadata
repositories, ...
Needs underlying infrastructure

» Network and telecom equipment,
» Processing, storage and database computing equipment,
TR » Management and monitoring software
mh I » Maintenance and operations
oo e > Authentication and security
Switzerland
www.cern.ch/it
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Software environment and productivity tools

User reqgistration and authentication
- 22000 registered users

Web services
- >8000 web sites

Mail
—>2M emails/day, 99% spam
18000 mail boxes

Tool accessibility
Windows, Office,

Home directories (DFS, AFS) CadCam
—->60 TB, backup service,

-1 Billion files PC management

Software and patch
installations
sy  Infrastructure needed :
Chiiicameess > 300 PC server and 100 TB disk space
Switzerland
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I Experiments I

o | e [ AII CERN buildings
Central, high |- 12000 users
speed network |

backbone

rm i
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. . Computer center
Crriztl Gendve 22 | World Wide Grid centers P

Switzerland | Processing clusters
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Hierarchical network topology based on Ethernet

m 150+ very high performance routers
m 3’700+ subnets

m 2200+ switches (increasing)

m 50’000 active user devices (exploding)
m 80’000 sockets — 5’000 km of UTP cable

m 5000 km of fibers (CERN owned)

fi

h b
4

cern 17 Departmen: @ 140 GbpS of WAN Connectivity
CH-1211 Geneve 23

Switzerland
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Data base services

More than 200 ORACLE data base instances on > 300 service nodes

-- bookkeeping of physics events for the experiments

-- meta data for the physics events (e.g. detector conditions)
-- management of data processing

-- highly compressed and filtered event data

-- LHC magnet parameters

-- Human resource information

-- Financial bookkeeping

-- material bookkeeping and material flow control
-- LHC and detector construction details

01 July 2009 Summer Student Lectures 11



CERNIT

i " " PRV IR | Department

All jobs per gueue

&
6O k
Averaged Throughput during the last 24 hrs (18/068 — 19/08) |
¥0-wise Data Transfer From All Sites To All Sites 50 k :
1400 |
1200 |
. 40 k
¥ 1000
£ 2
> gon ]
S — 308 k
- 4
£ 600
2
£ 00 20 k
=
200

10 k

° 14 15 16 17 18 19 20 21 22 23 o0 01 02 03 04 05 06 OF 03 09 10 11 12 13 14
Tine (GHT)

[!I a k ol

Jul Aug Sep Oct MNow Dec Jdan Feb Mar Apr May dun

Batch cluster
type: host

. . w naﬂ%ﬁtfgéa]ich
Large scale montitoring

CPU utilization

Network utilization

______ Surveillance of all nodes in the ’ |y
Computer center i wim wue || T e

Fileservers

u Hundreds of parameters in various 2
_____ i) time intervalls, from minutes to hours

. 100 iTi:fj:jjjﬁif:___f_ Network utilization
per node and service T T
I e § 38
o S
| \ 12 o8 @& 12 a
A AN A ERRRARY W User W System W Nice iy ok b 12
CERN IT Department Data base storage and Bl A | B S
CH-1211 Genéve 23

Switzerland interactive visalization

www.cern.ch/it 01 July 2009 Summer Student Lectures 12



CERNIT

Department

=10 thly nurmbyer of poicy violatioos

= A cmthly amzer of i lerventions

Threats are increasing,

20 Dedicated security team in IT
: Overall monitoring and
surveillance system in place
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MS-SQL account  exploit for Storm Botnet Compromized N
cm'ng with MS06-040 via attachments AFS websites 9HX phlshlng
50 NI DCS smwe_vmrm"‘ pll.ls wave 0‘ ) attack
[ different viruses
0 T I T I T I T I T T I T I T I T T I T I T I T T T I T I T I T I T I T I T I T I T I T I 1
Ln LN LN [Ya) D [¥a] W Lre] o ™~ M= r~ ™~ ™~ [~ o0 o o0 o [va] (3] (=1 o =] a (o] Lo}
......... AAENEREERAN [aw] L] Q 2 o = L] (e ] o =2 L] 2 Q o ] 2 (e ] 2 o] L] Q 2 o] =2 L] Q [ ]
] L] (o] [ Q = L] (o] Q = L] o] (o] Q ] o] (o] [ o L] (o] ] o = L] (o] [ ]
CERN IT Department SRS S S A S SRS N SN S S SR SR S S SRS SR R
CH-1211 Genéve 23 = &£ 3 § = ¥ z 2 & S & & 3 £ & S =z & 3 ¢ & 5 s 5 = g2 3
Sitreriond - 3§ 2 3 5 5 - 8 2 2 52 - 8223532 - %2 =2 s 2 = g 2
www.cern.ch/it 01 July 2009 Summer Student Lectures

13



| _Tj;i;;;.'_-.'l-" | . CERN |T
-l Security I A

» Software which is not required for a user's professional
duties introduces an unnecessary risk and should not
be installed or used on computers connected to
CERN's networks

» The use of P2P file sharing software such as KaZaA,
eDonkey, BitTorrent, etc. is not permitted. IRC has
been used in many break-ins and is also not

e permitted and Skype is tolerated provided it is

= configured according to http://cern.ch/security/skype

» Download of illegal or pirated data (software, music, video, etc)
is not permitted

» Passwords must not be divulged or easily guessed and protect
access to unattended equipment

LR AR
i T '||'||
fiiiiaindadad
CERN IT Department
CH-1211 Genéve 23

Switzerland

www.cern.ch/it 01 July 2009 Summer Student Lectures 14



- . CERN|T
i Security Il L artment

Please read the following documents
and follow their rules

http://cern.ch/ComputingRules

http://cern.ch/security

http://cern.ch/security/software-restrictions

In case of incidents or questions please contact :

Computer.Security@cern.ch

illl: '.I. \ ',II-I -
i
CERN IT Department

CH-1211 Geneve 23
Switzerland
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» Today we have about 6000 PC's installed in the center

» Assume 3 years lifetime for the equipment
- Key factors = power consumption, performance, reliability

> Experiment requests require investments of ~ 10 MCHF/year
for new PC hardware

Infrastructur and operation setup needed for :

» ~1000 nodes installed per year and ~1000 nodes removed per year
» Installation in racks, cabling, automatic installation, Linux
software environment

Wﬂlh ““ > Equipment replacement rate, e.g. 2 disk errors per day
O —— several nodes in repair per week
CERN IT Department
CH-1211 Genéve 23 50 node crashes per day

Switzerland
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| Complexity

Components

PC, disk server

Cluster,
Local
fabric

World Wide
Cluster

CERNIT

Department

Hardware Software

CPU,disk,memory,
motherbord

Operating system
Device drivers

Network,

Interconnects

Resource
Management
software

Wide area network

Grid and Cloud
2., | Management software
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commodity market components
not cheap but cost effective ! '_I'ape server ?
simple components, but many of them ~
CPU server
] + fibre channel connection
CPU server or Service node + tape drive

dual CPU, quad core, 4
16 GB memory _

TCO Total Cost of Ownership

Disk server

CPU server
rrhl iy market trends more important g +RAID Cont.roler
cern T Department — than technology trends +24 SATA disks

CH-1211 Genéve 23
Switzerland

www.cern.ch/it .
Dr. Bernd Panzer-Steindel
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» Management of the basic hardware and software :
installation, configuration and monitoring system
(quattor, lemon, elfms)

Which version of Linux ? How to upgrade the software ?
What is going on in the farm ? Load ? Failures ?

» Management of the processor computing resources :
Batch system (LSF from Platform Computing)
Where are free processors ? How to set priorities between
different users ? sharing of the resources ? How are the
results coming back ?

» Management of the storage (disk and tape) : CASTOR
(CERN developed Hierarchical Storage Management system)
Where are the files ? How can one access them ?

How much space is available ? what is on disk, what is on tape ?

CERN IT Department
CH-1211 Geneve 23

Switzerland
www.cern.ch/it

TCO Total Cost of Ownership buy or develop ?!

Dr. Bernd Panzer-Steindel
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g Repositories
/ - code

- metadata

N
Vv

Interactive
Lxplus Data processing

- Lxbatch \ g

Bookkeeping % <€ > f???
i I Data base Tape storage

Wiui

e — BLELHCIE) CASTOR
Crizizt Seneve 22 Hierarchical Mass Storage Management System (HSM)
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> Interactive computing facility

» 70 CPU nodes running Linux (RedHat)
» Access via ssh, xterminal from Desktop/Notebooks ,Windows,Linux,Mac

| > Used for compilation of programs, short program execution tests, some

crvroesamens INteractive analysis of data, submission of longer tasks (jobs) into the

CH-1211 Genéve 23 . .
swwend  LXbatch facility, internet access, program development, etc.
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» Jobs are submitted from Lxplus or channeled through GRID
interfaces world-wide

» Today about 2000 nodes with 14000 processors (cores)
» About 100000 user jobs are run per day

» Reading and writing 260 TB per day = 8 PB per month
(comparison : we expect ~10 PB of raw data from LHC per year)

» Uses LSF as a management tool to schedule the various jobs from
a large number of users.

i )
i > Expect a resource growth rate of ~30% per year
CERN IT Department
CH-1211 Genéve 23

Switzerland
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» Large disk cache in front of a long term storage tape system

» 1100 disk servers with 9 PB usable capacity

» Redundant disk configuration, 2-3 disk failures per day
needs to be part of the operational procedures

> Logistics again : need to store all data forever on tape
20 PB storage added per year, plus a complete copy every 4 years
(change of technology)

» CASTOR data management system, developed at CERN,
manages the user 10 requests

Ul > Expect a resource growth rate of ~30% per year
 CERN IT Department
CH-1211 Geneve 23
Switzerland
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115 million files

280 PE —m—————— T — — — n 128 M
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19 PB of data on tape already today

CERN IT Departmen
CH-1211 Genéve 23
Switzerland
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backup
per hour and per day

Administrative Data
1 million electronic documents
55000 electronic signatures per month
60000 emails per day
250000 orders per year

g

> 1000 million user files

accessibility > 24*7*52 = always
tape storage - forever

eeee

LN ‘ QQQQ /zontinuous storage

Physics Data
20000 TB and
50 million files per year

CH-1211 Genéve 23
Switzerland
www.cern.ch/it
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"" CERN Computer Center

o ORACLE Data Base Server

2.9 MW Electricity
and Cooling
2700 m2

N

D

R

CPU Server A
" 14000 processors

' Network router

1100 NAS server, 9000 TB
22000 disks

(.. 160 tape drives , 50000 tapes
“*1 40000 TB capacity

www.cern.ch/it .
inzer-Steindel
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LCGresources

350

:_: 300
)| Bl ~120000 processors
' 'l Ui - ‘
i - /
| =P WAS1I2000
B\ =@=—Disk FB
| 100

50 .é"/ - ~100000 TeraBytes —
~100000 disks

MSI12000 and PB

a T . T T
e 2007 20083 20049 2010 2011 2012
_ Time
B
211 Conve 23 CERN can only contribute ~15% of these resource
Switzerland - need a world-wide collaboration
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- Tim Berners-Lee
invented the

orld Wide Web
at CERN in 1989

The World Wide Web provides
seamless access to information
that is stored in many millions of
different geographical locations

SEARCH INSIDE!™

Foster and
Kesselman 1997

The Grid is an infrastructure that
provides seamless access to
computing power and data storage
capacity distributed over the globe

Him |
I
CERN IT Department
CH-1211 Genéve 23
Switzerland
www.cern.ch/it
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It relies on advanced software,
called middleware.

. . . ¥ N
Middleware automatically finds '6&\02,&@\*
. . N L=

the data the scientist needs, @z@@ ;_|

and the computing powerto @ :

analyse it. & N Uniform Uniform
DD Computing Data
‘_g __,i}, Access Access
= Unix

Grid and 0GSA

Authorization Collaboration Information Hosting
and Remote Service

Middleware balances the load -
: .‘%s SONET /SDM ot
on different resources. It also L DWD g

handles security, accounting
monitoring and much more.

Routers

Dr. Bernd Panzer-Steindel
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. GRID services

Work load management :
submission and scheduling of jobs in the GRID,
transfer into the local fabric batch scheduling systems

Storage elements and file transfer services :
Distribution of physics data sets world-wide
Interface to the local fabric storage systems
Experiment specific infrastructure :

G\ Definition of physics data sets

Bookkeeping of logical file names and their physical location world-wide
i Definition of data processing campaigns

-> which data need processing with what programs

nu”ﬁﬁﬁuy iy Various types of PC’s needed > 400
* CERN IT Department
CH-1211 Genéve 23

Switzerland

www.cern.ch/it
/ Dr. Bernd Panzer-Steindel
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IT department
http://it-div.web.cern.ch/it-div/

http://it-div.web.cern.ch/it-div/ineed-help/

Monitoring
http://sls.cern.ch/sls/index.php

http://lemonweb.cern.ch/lemon-status/

: http://gridview.cern.ch/GRIDVIEW/dt index.php
http://gridportal.hep.ph.ic.ac.uk/rtm/

Lxplus
http://plus.web.cern.ch/plus/

Lxbatch
http://batch.web.cern.ch/batch/

{illly CASTOR
T

CERN IT Department
CH-1211 Genéve 23
Switzerland
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Windows, Web, Malil

https://winservices.web.cern.ch/winservices/

Grid
http://lcg.web.cern.ch/LCG/public/default.htm

http://www.eu-egee.org/

| Computing and Physics

http://www.particle.cz/conferences/chep2009/programme.aspx

In case of further questions don’t hesitate to contact me:

i Bernd.Panzer-Steindel@cern.ch
CH-1211 Genéve 23
Switzerland
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