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Background



ÅCounter existing radiation damage/ cope with increased fluxes.

ÅExtended tracking acceptance to –< 4.

ÅReduced material in the tracking volume.

ÅMaintain high track reconstruction efficiency under increased pile -up conditions.

ÅProvide limited information to the Level 1 (L1) hardware trigger system to avoid raising 
trigger thresholds (and physics).

ÅAverage number of inelastic collisions per bunch crossing ( pileup) will increase up 
to 140 -200!
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Motivations for replacing the CMS 
Tracking Detector at the HL -LHC



Å Tracking information for the Level -1 (L1) 
hardware trigger system in the form of fully 
reconstructed tracks will be essential for 
maintaining trigger performance .

Å Current L1 trigger menu at pileup 200 
would require 4000 kHz!

Å Adding tracking information to L1 trigger 
objects would reduce rates down to 500 
kHz.

Å Total L1 latency limited to 12.5 µs:

Å 4 µs allowed for track reconstruction 
following readout electronics generation, 
packaging and transmission from the 
Data, Trigger and Control (DTC) system.
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Tracking Trigger Requirements

Plots from CMS Collaboration, òTechnical Proposal for the Phase-II Upgrade 
of the CMS Detector ó, Technical Report CERN-LHCC-2015-010. LHCC-P-008. 
CMS-TDR-15-02, Geneva, June 2015.
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CMS Phase-2 Outer Tracker
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Å Outer Tracker provides tracking information through modules of two closely space silicon sensors.

ÅCharged particles produce pairs of hits (a òstubó) in these two sensors.

Å Relative position of the two hits determines the track p T (assuming beam -line origin):

Å On -detector electronics only transmit off stubs consistent with p T > 2 - 3 GeV/c.

Å Reduces rate by factor ~ 10.

Outer Tracker Layout (left): 

Blue: modules with a pixel and strip layer

Red: modules with two strip layers 
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Å One of three proposals being investigated in CMS.

Å Concept:

Å Scalable, configurable, and redundant system architecture.

Å Track Finding Processor (TFP) implemented using FPGAs:

Å Off the shelf components.

Å Flexibility to modify tracking algorithm based on LHC conditions or new ideas .

Å Fully Time-Multiplexed Design.

Å Constraints:

Å How the tracker is cabled to the Data, Trigger and Control (DTC) system.

Å Number of high speed links available for DTC and Track Processing boards.

A Time-Multiplexed 
Track Trigger
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# TFPs = TM Period

Å N identical processors, each processor processing 1/N events.

Å Advantages:

Å Fully pipelined (no sideways connections ).

Å Synchronisation required only within each node.

Å Allows demonstration of final system with one TFP.

Å A TFP failure results in loss of 1 bunch crossing in N instead 
of loss of physical region.

Å Spare TFPs in final system allow for online recovery in case 
of failure or parasitic testing of new algorithms during LHC 
runtime.

Å Time-Multiplexing is successfully used in current CMS trigger .

Time-Multiplexing Crash Course
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System Overview
Å Tracker detector is ~ divided into ȕoctants.

Å Track Finding òprocessing octantsó are offset by Ĳ an octant compared to the 

òdetector octantsó.

ÅòProcessing octantó never needs stubs from more than two òdetector octantsó 

to reconstruct tracks.

Å Perform track finding independently in each sector in parallel.
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Track Finding Processor

Å Track Finding Processor divided into four self -contained logical blocks:

Å Geometric Processor (GP): Pre -processes stubs and subdivides detector octants into sectors.

Å Hough Transform (HT): Highly parallelised initial coarse track finding in the r -ȕplane.

Å Track Fitter (TF): Cleans tracks and precisely fits helix parameters and removes fake tracks.

Å Duplicate Removal (DP): Final pass filter to remove duplicates generated by the HT.

GP HT KF DR
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Geometric Processor

GP HT KF DR
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Å Detector is divided into ȕoctants, inspired by the proposed cabling scheme in ȕoctants. 

Å Each octant is subdivided into 2 ȕx 18Ȇsectors.

Å Independent track -finding occurs in parallel in each processing sector

Geometric Processor
Divide et impera
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Å Geometric Processor:

Å Assigns stubs to sectors and transmits from each sector along dedicated link to next stage.

Å Ensure tracks found are consistent with line in r -z plane.

Å Duplicates stubs if consistent with more than one sector due to track curvature.

Å Formats stub data for more convenient use downstream.

Å Pre-processing and assignment:

Å Converts 48 -bit DTC stubs into a 64 -bit extended format.

Å Assign stubs to geometric sub -sectors.

Å Routing:

Å 72 inputs (one per DTC) routed to any of 36 outputs (one per sector).

Å Happens in three steps: 

Å rough Ȇsorting (6 bins) Ƃ fine Ȇsorting (3 bins) Ƃ ȕsorting (2 bins).

Geometric Processor
How it works
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Hough Transform

GP HT KF DR
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Hough Transform
Theory

ÅUse Hough Transform (HT) for primary fast search for tracks in r -ȕplane.

ÅPoints in real space =  lines in Hough Space/Points in Hough space = real space 
line.

ÅFor high p T charged tracks in uniform magnetic field along the z (beam -line) axis:

ÅTrajectory in r-ȕplane ḙcircular within the tracking volume.

Å (Assuming no energy loss).

ÅStub radius ὶ ὶ υψὧάis used as:

Å In Hough Space, line gradients are given by ὶƂ always positive.

ÅTransform to utilise larger phase -space Ƃ fewer fake/duplicated tracks.
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Hough Transform
Algorithm

1. Calculate ‰ (‰at ὶ ) for each ϳ .

2. Fill the stub into appropriate cells in a 32x64 array   
in ϳ x  ‰

3. Ignore ϳ values inconsistent with a stubõs bend 
information (rough p T estimate).

4. Define cells with stubs in at least 4 or 5 layers as 
track candidates.

i. 4 layer threshold used to cope with barrel -
endcap transition region or dead layers

Algorithmõs simplicity Ƃ good for FPGAs




