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DEAP-3600 looks for the scintillation light from 
particle interactions in a 3.2 tonne liquid argon 
target.
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Liquid argon
Liquid Argon (84 K, -188℃) 

single-phase 
A clean, affordable Dark Matter target with 
a bright scintillation signal and excellent 

background suppression capabilities. 
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The argon is contained in an ultra-pure acrylic 
cryostat, coated on the inside with the wavelength 
shifter TPB.
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Acrylic vessel 
during construction.

<10-19g/g 210Pb, ~ppt U and Th

128 nm
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The cryostat is surrounded by 50 cm of plastics for thermal 
and neutron shielding.
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Inner detector with protruding PMTs.
"In-situ characterization of the Hamamatsu R5912-HQE 
photomultiplier tubes used in the DEAP-3600 experiment"
EPJ 922 (2019)
arXiv:1705.10183

255 Hamamatsu R5912-HQE PMTs view 
the LAr volume at 71% surface coverage. 
PMTs at Temp > -40C.
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2 km 
( 6000   
 m.w.e. )

SNOLAB   
underground laboratory.

DEAP-3600

μ
The DEAP-3600 detector is located 2 km deep at 
SNOLAB in Canada.

"Design and Construction of the 
DEAP-3600 Dark Matter Detector"

Astroparticle Physics 108 (2019)
arXiv:1712.01982

(Earth) magnetic field 
compensation coils

Water Cherenkov 
veto tank ⌀ 8m
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The background from Ar-39 beta decays is suppressed 
through pulse shape discrimination (PSD).
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FIG. 8. Fprompt distribution in the 120–200PE range of
events from AmBe data (black) and simulations of single-
scatter neutrons (red dashed). Also shown are simulated
events from an AmBe source (pink), the ER PSD model
(green) and their sum (blue).

3. ↵ decays

DEAP-3600 detects full energy ↵-decay events
produced by 222Rn, 220Rn, and their progeny from
within the LAr. These events reconstruct above
⇠23 000 PE and are subject to digitizer and PMT
saturation e↵ects that reduce the number of detected
PE and the value of Fprompt when using the normal
high-gain scheme intended for low PE events. This
e↵ect broadens PE and Fprompt distributions, bias-
ing their values downward by preferentially causing
the number of prompt PE to be underestimated.

The three most frequent ↵-decays in the LAr
are 222Rn, 218Po and 214Po (↵ particle energies
of 5.5MeV, 6.0MeV, and 7.7MeV respectively).
Signals observed using the low-gain channels are
used to apply digitizer and PMT saturation cor-
rections to signals observed in the high-gain chan-
nels, as described in [32]. These corrections allow
for more accurate Fprompt and PE values to be cal-
culated and a parametrization between the mean
Fprompt as a function of ↵ particle energy. This
parametrization is implemented into the simulation
for ↵ particle scintillation in LAr, and extrapolated
across the energy range 5.0–10.0MeV such that
210Po (5.3MeV) and higher energy 220Rn daughters
like 212Po (8.8MeV) can be modelled. At 5.3MeV,
the model uncertainty corresponds to a 3.5% uncer-
tainty in the mean Fprompt value.

Understanding the relationship between the mean
Fprompt and energy for ↵ particles allows for mod-
elling of high energy ↵-decays in the AV neck re-
gion. These events are shadowed and reconstruct
with low PE. As will be discussed in Section VIID 3,
such events are caused by the absorption of ultravi-

olet (UV) scintillation by acrylic components in the
AV neck. These events are not a↵ected by digitizer
clipping or PMT saturation e↵ects and hence the
Fprompt of these events preserves information about
the ↵ particle energy that produced them.

V. POSITION RECONSTRUCTION

DEAP-3600 utilizes two complementary position
reconstruction algorithms: one using the spatial dis-
tribution of PMT hits (PE-based algorithm) and one
that also includes timing information (time residual-
based algorithm).

The PE-based algorithm computes the likelihood
L(~x) that the scintillation event happened at some
test position ~x as,

lnL(~x) =
N

PMTsX

i=1

ln Poisson (qi;�i) ,

�i = �i

✓
|~x|, ~x · ~ri

|~x||~ri|
, qtotal

◆
,

(6)

where Poisson(qi;�i) is the Poisson probability of
observing qi PE in PMT i at position ~ri over the
full 10 µs event window. The expected number of
PE in PMT i is given by �i, which is a function of
the radius of the test position |~x|, the angle between
the test position and PMTi, and total PE integrated
over all PMTs qtotal.

Values for �i are calculated based on a Monte
Carlo simulation of the detector, including the full
optical model. These simulations assume a com-
pletely filled detector, with scintillation events gen-
erated inside the LAr along three distinct axes: one
collinear with the axis of the AV neck and two per-
pendicular axes within the equatorial plane of the
AV. A set of splines is then used to generate tables
of �i values. This algorithm does not account for
timing information within the 10µs event window.
The position returned by this algorithm is the one
that maximizes lnL(~x).

In contrast, the time residual-based algorithm
uses both charge and time information of early
pulses in an event to calculate the position. As with
the time-of-flight corrections used to correct PE de-
tection times, time residuals are defined as the time
at which a PE was detected in excess of what the
time-of-flight would suggest. However, this algo-
rithm uses a more precise, albeit slower method for
determining the time residuals. Prior to data pro-
cessing, a grid of test positions ~xj is defined inside
the LAr relative to the PMT location, and the time

The argon scintillation pulseshape allows for effective PSD 
against electron-recoil background events.
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Exploiting the singlet (6 ns) and 
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Fprompt = prompt light intensity/total intensity

prompt light
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FIG. 7. Fprompt distribution for ERs from standard
physics data in the lowest 1 keVee energy bin in the
WIMP-search region of interest. The PSD model is fit
to the data to the right of the vertical dashed line, where
the trigger e�ciency is approximately unity. Agreement
between the best fit model and the data can be seen; be-
low the Fprompt fit region, trigger e�ciency corrections to
the data show that the model agrees when extrapolated
to lower values. Solid vertical lines show the Fprompt

value in the corresponding PE bins above which 90% or
50% of NRs are expected to be found.

of the Fprompt distribution, neglecting trigger e�-
ciency e↵ects. In each PE bin, the fit considers
values of Fprompt for which the trigger e�ciency
is estimated to be greater than 99.95%. The re-
sulting fit is well-constrained and converges with
�

2
/NDF=14,329/9380. In e↵ect, f̄ , b, and � are

the physically relevant parameters while ai parame-
terize their energy dependence, forcing them to vary
smoothly across PE bins and allowing Fprompt distri-
butions to be interpolated. An example of this fit in
a single PE bin is shown in Figure 7. The validity of
this fit has been tested by performing it over a lim-
ited range of Fprompt and comparing extrapolated
values to the data outside the fit range. These tests
show that extrapolated expectations agree with the
data, indicating the robustness of this method.

Since the DTM triggers on the number of prompt
PEs, low Fprompt events at low PE are less likely to
produce a trigger signal. A software correction has
been developed to account for the reduced trigger
e�ciency for these events. Data with this correction
applied are shown in Figure 7. While F

ER(f, q) is
only fit over the range where the trigger e�ciency
is near unity, the extrapolated model agrees better
with the e�ciency-corrected Fprompt distribution.

2. Nuclear recoils

Mean Fprompt values for NRs are determined from
the measurements reported by the SCENE collabo-
ration [31]. SCENE reports median values of F90,
defined as the fraction of charge observed in the
first 90 ns of an event, for di↵erent NR energies.
Equivalent singlet/triplet ratios are determined for
each median F90 value, and these ratios are used as
input to a Monte Carlo simulation of DEAP-3600.
This simulation propagates the detector timing re-
sponse, including photon times of flight and PMT
e↵ects such as AP into the resulting Fprompt distri-
bution. Uncertainties in the extracted singlet/triplet
ratio are determined from uncertainties reported by
SCENE as well as uncertainties in the singlet and
triplet lifetimes. Additional uncertainties from the
AP rates and triplet lifetime in DEAP-3600 are
propagated into the uncertainty on the mean Fprompt

values.

For NRs, it is assumed that the spread of the
Fprompt distribution around the mean is governed
by the same e↵ects that drive the spread in the ER
distribution, with an inverted skew. The Fprompt

distribution for NRs with qPE is then given by,

F

NR(f, q) = �(1� f ; 1� f̄ , b) ⇤Gauss(f ;�),

b(q) = a5 +
a6

q

+
a7

q

2
,

�(q) = a8 +
a9

q

+
a10

q

2
,

(5)

where f̄(q) is the mean Fprompt value for NRs at q

predicted by the simulation and b(q) and �(q) are
governed by the same fit parameters ai in Equa-
tion 4.

The NR Fprompt distribution is validated using
AmBe calibration data. An AmBe neutron source
was lowered into a calibration tube outside of the
stainless steel shell of the detector. Many of the
neutron-induced NRs are accompanied by ER or
Cherenkov pileup from �-rays correlated with neu-
tron production in the AmBe source, while others
are biased by multiple scatter events. As a result, we
do not expect the AmBe data to directly reproduce
the Fprompt distribution predicted for single scatter
NRs. Instead, we simulate the AmBe source and
compare the simulated and observed Fprompt distri-
butions. Figure 8 shows this comparison; agreement
between data and simulation to within uncertainties
indicates the validity of the model.
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ground models using simulations, the values of NROI
i

include systematic uncertainties that are derived
from multiple simulations of the background source
with variations in the optical model and detector re-
sponse parameters. These include variations in the
following: (1) the refractive index of LAr and its
corresponding relationship to the scattering length
and group velocity of light traveling in it, (2) the
scattering length of photons in TPB, (3) the PMTs’
AP probabilities, (4) the light yield of the detector,
and (5) the relative PMT e�ciencies. Uncertainties
in the bias and resolution of the position reconstruc-
tion algorithms and the level of agreement between
data and simulation for these quantities, as shown in
Figure 9, are also considered. For simulated ↵-decay
background sources, the systematic uncertainty also
includes contributions from variations in the param-
eters describing ↵ particle scintillation in LAr, the
light yield of ↵ particles in TPB (for AV surface com-
ponents), and the thickness of a LAr film (for neck
FG components).

The value of each N

ROI
i term in Equation 8 is

determined using these tuned models by applying
all WIMP selection cuts to them. The remainder of
this section discusses how each specific N

ROI
i term

is determined.

TABLE III. Predicted number of events from each back-
ground source in its respective CR, NCR and the total
number in the WIMP ROI after applying both fiducial
and background rejection cuts, NROI. Upper limits are
quoted at 90% C. L.

Source NCR NROI

�
/�

’s ERs 2.44⇥ 109 0.03± 0.01

Cherenkov < 3.3⇥ 105 < 0.14

n
’s Radiogenic 6± 4 0.10+0.10

�0.09

Cosmogenic <0.2 <0.11

↵
’s AV surface <3600 < 0.08

Neck FG 28+13
�10 0.49+0.27

�0.26

Total N/A 0.62+0.31
�0.28

B. � particles and �-rays

� particles and �-rays both trigger events in the
detector, either by producing scintillation light in
the LAr or by creating Cherenkov light in the acrylic.

1. Scintillation in LAr

High energy electrons, produced by �-decays of
radioisotopes in LAr or by �-ray interactions in the
LAr, ionize and produce scintillation characterized
by low Fprompt ER events.

The dominant source of ER events are from the
�-decays of 39Ar. Due to its long half-life, 39Ar
is present with a near-constant activity of 3.1 kBq
throughout the dataset. Low energy 39Ar ER events
are e�ciently mitigated with PSD, using the Fprompt

parameter defined in Equation 1.
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FIG. 13. Probability of an ER being detected above
a given Fprompt value in the lowest 1 keVee bin in the
WIMP-search region of interest. For comparison, ver-
tical lines show the values above which 90% or 50% of
nuclear recoils are expected to be found.

The ER and NR PSD models in Equations 4 and 5
are used to calculate the number of ER events ex-
pected to leak past a given Fprompt value and to
determine the WIMP acceptance at that value.

The CR for ER events is defined by the set of
events passing low-level event selection cuts in the
95–200PE range. No explicit Fprompt cut is ap-
plied to the CR definition, though events whose
Fprompt values appear as outliers at a given PE are
excluded. The expected number of events in the CR
is NCR

ER =2.44⇥ 109.
Figure 13 shows the fraction of ER events ex-

pected above a given Fprompt value, showing the 50%
and 90% NR acceptance values. Leakage probabil-
ities are shown for a 1 keVee-wide window near the
WIMP search threshold, corresponding to the range
95–101PE (15.6–16.6 keVee). In this range, a leak-
age fraction of 2.8+1.3

�0.6 ⇥ 10�7 (1.2+0.7
�0.3 ⇥ 10�9) is

predicted for cut values with 90% (50%) NR ac-
ceptance. Averaged over the full WIMP search en-
ergy range, the leakage probability is projected to be
4.1+2.1

�1.0⇥10�9 (3.5+2.2
�1.0⇥10�11) with 90% (50%) NR

Leakage prediction for ER background @ 90% signal acceptance: 
3e-7 in lowest keV  
4.1e-9 in full energy ROI (~50 to 100 keVnr)

1 keV slice near low edge of energy 
ROI.

trigger 
efficiency 
loss

With a factor 1000 reduction in Ar-39 activity when using underground argon, a 20 kT 
detector can easily reach similar discrimination power, given similar light yield.

physics data
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The energy response is calibrated using beta decays from the 
internal Ar-39 and gammas from an external Na-22 source.
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the parameters’ uncertainties. The best fit response
function parameters are shown in Table I.

Photoelectrons detected
0 2000 4000 6000 8000 10000 12000 14000 16000

E 
[k

eV
]

0

500

1000

1500

2000

2500

3000

Ar fit39from 
Energy response function

Tl208

Na 22

Na low energy feature22

Bi214

K40

FIG. 5. The energy response function (red), showing
the number of detected PE for an event depositing en-
ergy E in the LAr. The uncertainties of the response
function are also shown (yellow band). The response
function agrees with the number of PE detected from
known mono-energetic sources of �-rays from the detec-
tor materials.

A 22Na source was lowered into the calibra-
tion tubes outside the stainless steel shell to com-
pare the consistency of the response function cal-
ibrated with 39Ar to the spectrum produced by
events from tagged 22Na decays, which contains a
prominent 1.27MeV �-ray and a low energy spec-
trum feature resulting from �-rays attenuating in
acrylic [6]. A cross-check using the �-ray lines
from 40K (1.46MeV), 214Bi (1.76MeV), and 208Tl
(2.61MeV) is also performed. These isotopes are
naturally present in detector materials and are vis-
ible in standard physics runs. Figure 5 shows the
estimated number of detected PEs using the light
yield from 39Ar extrapolated out to these energies.
As shown in this figure, the energy response function
remains very linear over a wide range of energies,
with non-linearities starting to arise above 1.46MeV
due to digitizer saturation.

Data were also collected with an AmBe neutron
source deployed in order to validate the NR quench-
ing and PSD models. NR quenching factors were
derived from SCENE measurements [31], using the
Lindhard-Birks model fit to the measured NR light
yields relative to 83mKr ERs. The estimated uncer-
tainties for these quenching factors were dominated
by the uncertainty in the Birks factor.

This model is implemented in the simulation and
validated by comparing the observed PE spectrum
of neutron-induced NRs in the AmBe neutron source
data to the simulated one. The agreement between
the model and data can be seen in Figure 6.

Photoelectrons detected
0 200 400 600 800 1000

C
ou

nt
s/

(2
0 

PE
 b

in
)

0
20
40
60
80

100
120
140
160
180
200

Simulation

Data

FIG. 6. Comparison of the detected PE distribution
for high-Fprompt NR-like events from an AmBe neutron
source simulation (pink) and data (black). The peak at
low PE is due to the Fprompt cut that removed ERs. Un-
certainties shown are all statistical, using nominal values
for the quenching and detector optics models.

B. F
prompt

distributions

Following a particle interaction, excimers form in
the LAr, and the singlet/triplet population ratio is
a function of the nature and the energy of the inter-
action. Due to the di↵erent decay times of the two
types of excimers, di↵erent particles produce di↵er-
ent Fprompt distributions that vary with their energy.
In this analysis, PSD is used to di↵erentiate between
NRs, ERs, and ↵ particle interactions.

1. Electronic recoils

An empirical function has been developed that
characterises the Fprompt distribution for ERs. For
an ER event in which q PE are detected, the proba-
bility of observing an Fprompt value of f is described
by the empirical function,

F

ER(f, q) = �(f ; f̄ , b) ⇤Gauss(f ;�),

f̄(q) = a0 +
a1

q � a2
+

a3

(q � a4)2
,

b(q) = a5 +
a6

q

+
a7

q

2
,

�(q) = a8 +
a9

q

+
a10

q

2
,

(4)

where �(f ; f̄ , b) is the Gamma distribution with
mean f̄ and shape parameter b, and Gauss(f,�) is a
Gaussian distribution with standard deviation � and
a mean of 0. The parameters ai are fit parameters
that describe how f̄ , b, and � vary with q.

The parameters ai are fit to the distribution of
Fprompt vs. PE. Within each PE bin, the re-
sulting values of f̄ , b, and � describe the shape
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The energy response is calibrated using beta decays from the 
internal Ar-39 and gammas from an external Na-22 source.
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where �(f ; f̄ , b) is the Gamma distribution with
mean f̄ and shape parameter b, and Gauss(f,�) is a
Gaussian distribution with standard deviation � and
a mean of 0. The parameters ai are fit parameters
that describe how f̄ , b, and � vary with q.

The parameters ai are fit to the distribution of
Fprompt vs. PE. Within each PE bin, the re-
sulting values of f̄ , b, and � describe the shape
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FIG. 12. Shown over the time period spanned by this
dataset is the long lifetime component of LAr scintilla-
tion (top), the detector light yield (middle) and mean
Fprompt of ER signals generated by 2.61MeV�-rays in
the LAr target throughout the run. For the latter two
plots, the predicted value based on the long lifetime value
at that time is also shown (dashed).

Changes in the PMT response over the data tak-
ing period are accounted for in this analysis. For 250
of the 255 AV PMTs, the channnels’ e�ciencies are
constant to within 1%. Two PMTs have changes
of less than 10%. Three have changes in excess of
30%. One of the three is stable for the first two-
thirds of the data collection period, after which it
is removed from the analysis and omitted from cal-
culations of analysis variables. The two remaining
PMTs with large changes in e�ciency are located
about the pentagonal region at the bottom of the
AV. Position reconstruction is most sensitive to ef-
ficiency changes of single PMT channels, as it relies
on the signal measured in each individual PMT.

The gain of each PMT is measured in the form
of the mean SPE charge. The mean SPE charge,
averaged over the 254 PMTs used throughout the
entire data collection is 1.043 times larger at the end
of the data collection than at the beginning. The
RMS of this mean SPE charge ratio is 3.3%. These
changes are also propagated through the analysis.
The probability of afterpulsing is found to be stable
to within ±6% of the quoted value and is fixed in
the analysis throughout the data collection.

The 4 neck veto PMTs remained operational
throughout the time period of this dataset. In the
MV, 45PMTs remained stable and 3 failed.

A. Run selection and live time determination

Selection criteria are applied to each run to remove
periods where instabilities could a↵ect the dark mat-
ter search. These criteria include the stability of the
AV cooling system, stability of the PMT charge dis-
tributions, and the trigger e�ciency.

The first requirement is that the di↵erence be-
tween the maximum and minimum values of the
AV pressure recorded for the run corresponds to
less than a 10mm variation in the LAr fill level.
Such variations are expected if maintenance is per-
formed on the process system or when replenishing
the LN2 in circulation. The second requirement is
based on the charge readout of each PMT channel,
taken in 5 minute samples. Runs are omitted if at
least one PMT exhibits intermittent behavior, de-
fined as reading less than 50% of its average charge
at any stage throughout the run. Finally, to main-
tain good calibration of the PSD model and its pre-
diction throughout the dataset, the last requirement
is enforced based on whether the trigger e�ciency
can be determined for the run. Due to drifts in the
PMT gain and the details of how the DTM receives
PMT signals, the trigger e�ciency can vary slightly
from run to run. Determining the trigger e�ciency
correction requires a large enough data sample in
regions with low trigger e�ciency. Runs that are
shorter than approximately 1 h do not have enough
statistics and are omitted. These run selection crite-
ria and their impact on the total live time are sum-
marized as “Stable cryocooler”, “Stable PMTs” and
“Trigger e�ciency obtained” in Table II, resulting
in a live time loss of 6.9% after automatic DAQ and
shifter checks.

The total live time is also a↵ected by events in the
MV passing the veto threshold (“Muon veto events”)
and by DAQ self-diagnostic triggers, the removal of
pile-up with 39Ar, and Cherenkov events in the LGs.
When an event passes the veto threshold of the MV,
all AV events within a [�0.1, 1] s window around
the trigger are vetoed; noise and �-rays causing the
MV to pass the vetoing threshold therefore reduce
the total live time. The three latter conditions are
low-level cuts factored into the “Dead time” entry
of Table II, resulting in a live time loss of 6.5% af-
ter applying run selection criteria. Cherenkov events
generated in the LGs are one of two Cherenkov pop-
ulations discussed in Section VIIB 2. They are read-
ily removed without a↵ecting the WIMP acceptance
and hence are factored into the dead time.

The lifetime of the LAr triplet state, the 
light yield, and the signal and 
background-regions in the PSD 
parameter were stable to better than 
5% over a year of data taking.
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Surface backgrounds are 
removed by fiducialization.

�12

Event position is reconstructed from hit 
pattern across the PMT array, and photon 
arrival times. ~2cm resolution at border of 
ROI. 

number of photons detected
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FIG. 22. Observed spatial distribution for all events sur-
viving all cuts other than the cut on reconstructed ra-
dius. The color scale in the background shows the accep-
tance for 39Ar events measured as a function of position
after all but the radial cut; green points represent events
in the ROI after all background rejection cuts. The fill
level and radial fiducial cuts are drawn as well.

and the acceptance as a function of position is illus-
trated in the background. The fiducializing e↵ects
of the cut on the fraction of observed charge in the
2 rows of PMTs and bottom 3 rows of PMTs, as
summarized in Table II, can be seen in this figure.

]2WIMP mass [GeV/c
210 310 410

]2
SI

 W
IM

P-
nu

cle
on

 c
ro

ss
 s

ec
tio

n 
[c

m

47−10

46−10

45−10

44−10

43−10

42−10

DEAP-3600 (2017)

SuperCDMS (2018)

DarkSide-50 (2018)

DEAP-3600 (this work)

LUX (2017)

PANDAX-II (2017)

XENON1T (2018)

FIG. 23. 90% confidence upper limit on the spin-
independent WIMP-nucleon cross sections based on the
analysis presented in this paper (blue), compared to
other published limits, including our previous limit [6],
SuperCDMS [42], DarkSide-50 [7], LUX [43], PANDAX-
II [44], and XENON1T [5].

Figure 23 shows the 90% C. L. upper limit on the
spin-independent WIMP-nucleon cross section as a
function of WIMP mass. These upper limits are
calculated accounting for the systematic uncertain-
ties in the detector response function, following the
prescription outlined by Highland and Cousins [45].
Uncertainties considered include those for the en-
ergy scale parameters in Table I, the PSD model fit

parameters in Equation 5, the WIMP acceptance as
shown in Figure 20, the NR quenching factors and
mean Fprompt values, as derived from [31], and a
2.9% uncertainty on the total exposure.

This analysis excludes spin-independent WIMP-
nucleon cross sections above 3.9⇥ 10�45 cm2

(1.5⇥ 10�44 cm2) for WIMPs with a mass of
100GeV/c2 (1TeV/c2), assuming the standard
halo dark matter model described in [46], with a
Maxwell-Boltzmann velocity distribution below an
escape velocity of 544 km/s and v0 = 220 km/s, and
a local density of 0.3GeV/cm3.

IX. CONCLUSIONS

This work improves upon the result reported in
[6], setting the most sensitive limit for the spin-
independent WIMP-nucleon cross section achieved
using a LAr target for WIMPs with mass greater
than 30GeV. These results are complementary to
results reported by liquid xenon-based experiments,
allowing for further constraints on the nature of the
WIMP-nucleon coupling [47, 48].

The use of LAr here demonstrates the power of
PSD as a tool to achieve low backgrounds in WIMP
searches, emphasizing the future prospect of much
larger LAr-based detectors designed to achieve sen-
sitivity to WIMP interaction cross-sections at the
level of the neutrino floor.

Additionally, a detailed description of back-
grounds in the detector has been presented alongside
the analysis methods and simulation models which
characterize them. Using these models, a total back-
ground expectation of <1 event has been achieved;
this model is consistent with observations in data
in the ROI. Multivariate techniques are currently
being explored to utilize these models to maximize
the sensitivity to dark matter signals. Since the end
of the data collection period presented here (Octo-
ber 31, 2017) DEAP-3600 has continued to collect
data. Updated results including a blind analysis of
additional data are planned for the near future.
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Background rates

�13

222Rn activity

DEAP-3600 0.15 μBq/kg

PandaX-II 6.6 μBq/kg

LUX 66 μHz/kg

XENON1T 10 μBq/kg

• PandaX-II: PHYSICAL REVIEW D 93, 122009 (2016)  
• LUX: Physics Procedia 61 (2015) 658 – 665 
• XENON1T: XeSAT 2017 talk

Background predictions in ROI

Rn-222 in the bulk target material 
(measured)
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ground models using simulations, the values of NROI
i

include systematic uncertainties that are derived
from multiple simulations of the background source
with variations in the optical model and detector re-
sponse parameters. These include variations in the
following: (1) the refractive index of LAr and its
corresponding relationship to the scattering length
and group velocity of light traveling in it, (2) the
scattering length of photons in TPB, (3) the PMTs’
AP probabilities, (4) the light yield of the detector,
and (5) the relative PMT e�ciencies. Uncertainties
in the bias and resolution of the position reconstruc-
tion algorithms and the level of agreement between
data and simulation for these quantities, as shown in
Figure 9, are also considered. For simulated ↵-decay
background sources, the systematic uncertainty also
includes contributions from variations in the param-
eters describing ↵ particle scintillation in LAr, the
light yield of ↵ particles in TPB (for AV surface com-
ponents), and the thickness of a LAr film (for neck
FG components).

The value of each N

ROI
i term in Equation 8 is

determined using these tuned models by applying
all WIMP selection cuts to them. The remainder of
this section discusses how each specific N

ROI
i term

is determined.

TABLE III. Predicted number of events from each back-
ground source in its respective CR, NCR and the total
number in the WIMP ROI after applying both fiducial
and background rejection cuts, NROI. Upper limits are
quoted at 90% C. L.

Source NCR NROI

�
/�

’s ERs 2.44⇥ 109 0.03± 0.01

Cherenkov < 3.3⇥ 105 < 0.14

n
’s Radiogenic 6± 4 0.10+0.10

�0.09

Cosmogenic <0.2 <0.11

↵
’s AV surface <3600 < 0.08

Neck FG 28+13
�10 0.49+0.27

�0.26

Total N/A 0.62+0.31
�0.28

B. � particles and �-rays

� particles and �-rays both trigger events in the
detector, either by producing scintillation light in
the LAr or by creating Cherenkov light in the acrylic.

1. Scintillation in LAr

High energy electrons, produced by �-decays of
radioisotopes in LAr or by �-ray interactions in the
LAr, ionize and produce scintillation characterized
by low Fprompt ER events.

The dominant source of ER events are from the
�-decays of 39Ar. Due to its long half-life, 39Ar
is present with a near-constant activity of 3.1 kBq
throughout the dataset. Low energy 39Ar ER events
are e�ciently mitigated with PSD, using the Fprompt

parameter defined in Equation 1.

promptF
0.1 0.2 0.3 0.4 0.5 0.6 0.7

Le
ak

ag
e 

pr
ob

ab
ilit

y

10−10

9−10

8−10

7−10

6−10

5−10

4−10

3−10

2−10

1−10
1

50
%

 N
R

 a
cc

ep
ta

nc
e

90
%

 N
R

 a
cc

ep
ta

nc
e

1 leakage event in 3 tonne years

)eeData (15.6 to 16.6 keV
Model

FIG. 13. Probability of an ER being detected above
a given Fprompt value in the lowest 1 keVee bin in the
WIMP-search region of interest. For comparison, ver-
tical lines show the values above which 90% or 50% of
nuclear recoils are expected to be found.

The ER and NR PSD models in Equations 4 and 5
are used to calculate the number of ER events ex-
pected to leak past a given Fprompt value and to
determine the WIMP acceptance at that value.

The CR for ER events is defined by the set of
events passing low-level event selection cuts in the
95–200PE range. No explicit Fprompt cut is ap-
plied to the CR definition, though events whose
Fprompt values appear as outliers at a given PE are
excluded. The expected number of events in the CR
is NCR

ER =2.44⇥ 109.
Figure 13 shows the fraction of ER events ex-

pected above a given Fprompt value, showing the 50%
and 90% NR acceptance values. Leakage probabil-
ities are shown for a 1 keVee-wide window near the
WIMP search threshold, corresponding to the range
95–101PE (15.6–16.6 keVee). In this range, a leak-
age fraction of 2.8+1.3

�0.6 ⇥ 10�7 (1.2+0.7
�0.3 ⇥ 10�9) is

predicted for cut values with 90% (50%) NR ac-
ceptance. Averaged over the full WIMP search en-
ergy range, the leakage probability is projected to be
4.1+2.1

�1.0⇥10�9 (3.5+2.2
�1.0⇥10�11) with 90% (50%) NR"Search for dark matter with a 231-day 

exposure of liquid argon using DEAP-‘ 
at SNOLAB"

arXiv:1902.04048

Flow guides (FG)
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Background-free (0.62 background events expected in ROI) 
search with 758 tonne-days (231 live days) exposure. 
Most sensitive limit on LAr above 30 GeV.
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FIG. 22. Observed spatial distribution for all events sur-
viving all cuts other than the cut on reconstructed ra-
dius. The color scale in the background shows the accep-
tance for 39Ar events measured as a function of position
after all but the radial cut; green points represent events
in the ROI after all background rejection cuts. The fill
level and radial fiducial cuts are drawn as well.

and the acceptance as a function of position is illus-
trated in the background. The fiducializing e↵ects
of the cut on the fraction of observed charge in the
2 rows of PMTs and bottom 3 rows of PMTs, as
summarized in Table II, can be seen in this figure.
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FIG. 23. 90% confidence upper limit on the spin-
independent WIMP-nucleon cross sections based on the
analysis presented in this paper (blue), compared to
other published limits, including our previous limit [6],
SuperCDMS [42], DarkSide-50 [7], LUX [43], PANDAX-
II [44], and XENON1T [5].

Figure 23 shows the 90% C. L. upper limit on the
spin-independent WIMP-nucleon cross section as a
function of WIMP mass. These upper limits are
calculated accounting for the systematic uncertain-
ties in the detector response function, following the
prescription outlined by Highland and Cousins [45].
Uncertainties considered include those for the en-
ergy scale parameters in Table I, the PSD model fit

parameters in Equation 5, the WIMP acceptance as
shown in Figure 20, the NR quenching factors and
mean Fprompt values, as derived from [31], and a
2.9% uncertainty on the total exposure.

This analysis excludes spin-independent WIMP-
nucleon cross sections above 3.9⇥ 10�45 cm2

(1.5⇥ 10�44 cm2) for WIMPs with a mass of
100GeV/c2 (1TeV/c2), assuming the standard
halo dark matter model described in [46], with a
Maxwell-Boltzmann velocity distribution below an
escape velocity of 544 km/s and v0 = 220 km/s, and
a local density of 0.3GeV/cm3.

IX. CONCLUSIONS

This work improves upon the result reported in
[6], setting the most sensitive limit for the spin-
independent WIMP-nucleon cross section achieved
using a LAr target for WIMPs with mass greater
than 30GeV. These results are complementary to
results reported by liquid xenon-based experiments,
allowing for further constraints on the nature of the
WIMP-nucleon coupling [47, 48].

The use of LAr here demonstrates the power of
PSD as a tool to achieve low backgrounds in WIMP
searches, emphasizing the future prospect of much
larger LAr-based detectors designed to achieve sen-
sitivity to WIMP interaction cross-sections at the
level of the neutrino floor.

Additionally, a detailed description of back-
grounds in the detector has been presented alongside
the analysis methods and simulation models which
characterize them. Using these models, a total back-
ground expectation of <1 event has been achieved;
this model is consistent with observations in data
in the ROI. Multivariate techniques are currently
being explored to utilize these models to maximize
the sensitivity to dark matter signals. Since the end
of the data collection period presented here (Octo-
ber 31, 2017) DEAP-3600 has continued to collect
data. Updated results including a blind analysis of
additional data are planned for the near future.
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• Largest LAr-based DM detector ever built, with 
stable operation for over 2.5 years 

• 1 year open dataset published (Nov 2016 - Oct 
2017) 

- Best PSD on LAr ever demonstrated 
- Background-free search for WIMP-nucleon 

cross section limit                                       
<4x10-45 cm2 @100 GeV/c2 (90% CL)  

• Blind data since Jan 2018 
• Current being analyzed 

• New global LAr collaboration 
- DarkSide + DEAP + CLEAN + ArDM 
- 20 tonne (DS-20k) and then 300 tonne detector 

(Argo)
Acrylic vessel.

Light guide.

Filler block.

Photo multiplier.
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Cooling coil.

Flow guides.

Summary and Outlook

see following talk by Alessio Caminata
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in each PE bin expected to fall above the ROI. As
previously described this acceptance loss was chosen
because it contributes towards achieving an expec-
tation of <0.5 events from ↵-decays in the AV neck.

The upper PE bound of 200PE is chosen to be
consistent with the energy of the upper bound used
in [6], given the di↵erent light yields and energy es-
timators used for both analyses. Above this energy,
the expected rate of ↵ particle- and neutron-related
background events becomes larger, while a negligible
fraction of WIMP events are expected.

B. WIMP acceptance
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FIG. 20. WIMP acceptance as a function of PE, broken
down by cut type.

The WIMP acceptance as a function of PE is
shown in Figure 20. “Fiducial cuts” shows the prob-
ability of a WIMP-like event passing fiducial cuts.
“Background rejection cuts” refers to the probabil-
ity of an event passing the cuts listed in Table VIII
given that it passed the low-level event selection and
fiducial cuts listed in Table II. “Fprompt cut” refers
to the probability of an NR appearing in the ROI.
Figure 20 also shows the Fprompt cut acceptance for
an ROI defined with 1%WIMP acceptance loss from
the upper Fprompt bound, instead of 30% acceptance
loss as in this analysis. This corresponds to the en-
ergy threshold that would be achievable if ↵-decays
in the AV neck did not require a tighter cut, but an
expectation of <0.05 ER leakage events were main-
tained. This curve demonstrates the power of PSD
for discriminating against ER backgrounds while
maintaining a low energy threshold.
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FIG. 21. Observed Fprompt vs. PE distribution after all
cuts. The region of interest is shown in red.

C. Results

After applying all WIMP search cuts described in
Tables II and VIII, the events shown in Figure 21
remain. There are no events remaining in the region
of interest. There is one event close to the ROI bor-
der, with Fprompt<0.75 and approximately 125PE
that is above the upper Fprompt bound of the ROI.
There are also 5 events in the 200–300PE range
with 0.55<Fprompt<1.0. The background model dis-
cussed here is used to determine the probability that
either of these two event populations are likely.

In the 95–200PE range, the background model
predicts 0.46+0.13

�0.18 events with Fprompt values
between the top boundary of the ROI and
Fprompt<0.75. The probability of observing one or
more events in this region is 36%, and so the ob-
served event is consistent with the model. Between
200–300PE, a total of 1.25+0.26

�0.42 background events
are predicted with 0.55<Fprompt<1.0. In this region,
the number of predicted events from ↵-decays in the
AV neck depends most strongly on the uncertainty
in modeling the light yield for events originating in
the neck. In order for the background model to be
consistent with the events observed in this region,
the light yield in the neck or the position resolu-
tion must change by several times their uncertainty.
Varying the systematic uncertainties at the required
levels does not significantly a↵ect the WIMP exclu-
sion curve presented here. The observed excess over
the nominal model extends above 300PE. Future
analyses will explore adding new background sources
to the model and further constrain the relevant re-
sponse functions.

Figure 22 shows the spatial distribution of events
within the WIMP ROI after all event selection cuts
have been applied other than the fiducial radial cut.
The fill level and the fiducial radius are both shown,
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in each PE bin expected to fall above the ROI. As
previously described this acceptance loss was chosen
because it contributes towards achieving an expec-
tation of <0.5 events from ↵-decays in the AV neck.

The upper PE bound of 200PE is chosen to be
consistent with the energy of the upper bound used
in [6], given the di↵erent light yields and energy es-
timators used for both analyses. Above this energy,
the expected rate of ↵ particle- and neutron-related
background events becomes larger, while a negligible
fraction of WIMP events are expected.
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FIG. 20. WIMP acceptance as a function of PE, broken
down by cut type.

The WIMP acceptance as a function of PE is
shown in Figure 20. “Fiducial cuts” shows the prob-
ability of a WIMP-like event passing fiducial cuts.
“Background rejection cuts” refers to the probabil-
ity of an event passing the cuts listed in Table VIII
given that it passed the low-level event selection and
fiducial cuts listed in Table II. “Fprompt cut” refers
to the probability of an NR appearing in the ROI.
Figure 20 also shows the Fprompt cut acceptance for
an ROI defined with 1%WIMP acceptance loss from
the upper Fprompt bound, instead of 30% acceptance
loss as in this analysis. This corresponds to the en-
ergy threshold that would be achievable if ↵-decays
in the AV neck did not require a tighter cut, but an
expectation of <0.05 ER leakage events were main-
tained. This curve demonstrates the power of PSD
for discriminating against ER backgrounds while
maintaining a low energy threshold.
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FIG. 21. Observed Fprompt vs. PE distribution after all
cuts. The region of interest is shown in red.

C. Results

After applying all WIMP search cuts described in
Tables II and VIII, the events shown in Figure 21
remain. There are no events remaining in the region
of interest. There is one event close to the ROI bor-
der, with Fprompt<0.75 and approximately 125PE
that is above the upper Fprompt bound of the ROI.
There are also 5 events in the 200–300PE range
with 0.55<Fprompt<1.0. The background model dis-
cussed here is used to determine the probability that
either of these two event populations are likely.

In the 95–200PE range, the background model
predicts 0.46+0.13

�0.18 events with Fprompt values
between the top boundary of the ROI and
Fprompt<0.75. The probability of observing one or
more events in this region is 36%, and so the ob-
served event is consistent with the model. Between
200–300PE, a total of 1.25+0.26

�0.42 background events
are predicted with 0.55<Fprompt<1.0. In this region,
the number of predicted events from ↵-decays in the
AV neck depends most strongly on the uncertainty
in modeling the light yield for events originating in
the neck. In order for the background model to be
consistent with the events observed in this region,
the light yield in the neck or the position resolu-
tion must change by several times their uncertainty.
Varying the systematic uncertainties at the required
levels does not significantly a↵ect the WIMP exclu-
sion curve presented here. The observed excess over
the nominal model extends above 300PE. Future
analyses will explore adding new background sources
to the model and further constrain the relevant re-
sponse functions.

Figure 22 shows the spatial distribution of events
within the WIMP ROI after all event selection cuts
have been applied other than the fiducial radial cut.
The fill level and the fiducial radius are both shown,
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Energy calibration from intrinsic and external beta/
gamma sources
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The Na-22 feature
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Intrinsic and external radiation sources are used for 
 - energy calibration  
 - position reconstruction calibration 
 - constraints on α,γ, n background rates (e.g. find ~0.2 μBq/kg 222Rn in LAr)

�20

Preliminary
Intrinsic gamma background data and MC 

MC components scaled to radio-assay data (not a fit)
Energy ROI

1460 keV 40K 2614 keV 208Tl
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Where did the interaction occur?

11
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FIG. 10. Position resolution evaluated using the data-
driven pseudo-event method, as a function of the av-
erage number of PE in both pseudo-events and the re-
constructed radius drawn from the same original event,
as returned by the PE-based algorithm. The z-axis
scale denotes the resolution, defined as the character-
istic width of the distribution of distances between re-
constructed pseudo-events drawn from the same original
event.
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FIG. 11. The z-coordinate of the reconstructed po-
sition (along the axis parallel to the AV neck) as es-
timated by the time residual-based algorithm minus the
z-coordinate estimated by the PE-based algorithm. 39Ar
data (solid blue) and a simulation of WIMP NRs (dashed
green) show similar distributions, centered around the
origin. A significant o↵set is seen for simulated ↵-decays
in the neck (dotted magenta).

residual-based algorithm systematically reconstructs
these events closer to the top of the detector. As a re-
sult, the time residual-based algorithm reconstructs
these events an average of 290mm higher than the
PE-based algorithm. A similar shift is observed for
neck ↵-decays when comparing the distance between
reconstructed positions.

VI. DETECTOR STABILITY AND RUN
SELECTION

The state of the DAQ and process systems is con-
tinuously monitored and the quality of the data is
assessed during collection and after processing. This
allows for di↵erent levels of data quality checks.
Data from the detector and from the DAQ and pro-
cess system sensors are continuously monitored by
automated processes and by the person on shift.
Any anomalous behaviour is flagged. This data in-
cludes, but is not limited to: PMT rates, PMT bias
voltages, PMT baselines, AV pressure and DAQ rack
temperature.

For the dataset discussed here, the LAr is not re-
circulated. Hence, the primary function of the pro-
cess system is to maintain the LAr target inside the
AV at a constant temperature and pressure. This
is achieved through continuous circulation of liquid
LN2 in the cooling coil. For further details on the
process system, see [10].

Impurities (e.g. O2, N2) can decrease the scintil-
lation yield [33–35] of LAr by absorbing the scintilla-
tion light and, for electronegative impurities, by cap-
turing the excitation energy from the Ar excimers.
Electronegative impurities thus preferentially sup-
press the triplet scintillation component and a↵ect
the PSD distributions [36, 37].

The purity of the LAr target, and thus the sta-
bility of analysis inputs, is monitored by examin-
ing calibrated PMT waveforms from 39Ar ER events
and other detector backgrounds. This yields the
LAr long lifetime component (which includes detec-
tor e↵ects such as TPB response and is not a direct
measure of the decay constant of the triplet state
of the Ar dimer) and the light yield at a granular-
ity of better than 1 h. In the same processing step,
self-diagnostic pulses injected into the data stream
by the DAQ system are evaluated to verify proper
behaviour of each PMT channel. Any anomalous
behaviour is again flagged.

As shown in Figure 12, throughout the time period
discussed, the long lifetime and light yield were sta-
ble to within ±1.0% and ±1.3%, respectively. The
mean of the Fprompt distribution at high energies
is directly a↵ected by changes to the long lifetime
component of LAr scintillation. The variation of
Fprompt from high energy ER events is shown also,
and is found to be stable to within ±0.7%. Given
this level of stability, no corrections are applied to
account for temporal variations in the light yield or
long lifetime. The dashed lines in Figure 12 show
what the light yield and mean Fprompt values would
be if the decrease in the long lifetime was the only

1) Compare the light pattern across the PMT array to simulated expected light patterns and 
find most likely event position.

Position revolution achieved as a function of radius and energy. Example light patterns (real events).

Resolution determined by randomly 
dividing the photons from an event into 
two new events and looking at difference 
in their reconstructed position.
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Where did the interaction occur?

11

Original event reconstructed radius [mm]
0 100 200 300 400 500 600 700 800

Av
er

ag
e 

ps
eu

do
-e

ve
nt

 P
E 

de
te

ct
ed

100
200
300
400
500
600
700
800
900

1000

Re
so

lu
tio

n 
[m

m
]

20

40

60

80

100

FIG. 10. Position resolution evaluated using the data-
driven pseudo-event method, as a function of the av-
erage number of PE in both pseudo-events and the re-
constructed radius drawn from the same original event,
as returned by the PE-based algorithm. The z-axis
scale denotes the resolution, defined as the character-
istic width of the distribution of distances between re-
constructed pseudo-events drawn from the same original
event.
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FIG. 11. The z-coordinate of the reconstructed po-
sition (along the axis parallel to the AV neck) as es-
timated by the time residual-based algorithm minus the
z-coordinate estimated by the PE-based algorithm. 39Ar
data (solid blue) and a simulation of WIMP NRs (dashed
green) show similar distributions, centered around the
origin. A significant o↵set is seen for simulated ↵-decays
in the neck (dotted magenta).

residual-based algorithm systematically reconstructs
these events closer to the top of the detector. As a re-
sult, the time residual-based algorithm reconstructs
these events an average of 290mm higher than the
PE-based algorithm. A similar shift is observed for
neck ↵-decays when comparing the distance between
reconstructed positions.

VI. DETECTOR STABILITY AND RUN
SELECTION

The state of the DAQ and process systems is con-
tinuously monitored and the quality of the data is
assessed during collection and after processing. This
allows for di↵erent levels of data quality checks.
Data from the detector and from the DAQ and pro-
cess system sensors are continuously monitored by
automated processes and by the person on shift.
Any anomalous behaviour is flagged. This data in-
cludes, but is not limited to: PMT rates, PMT bias
voltages, PMT baselines, AV pressure and DAQ rack
temperature.

For the dataset discussed here, the LAr is not re-
circulated. Hence, the primary function of the pro-
cess system is to maintain the LAr target inside the
AV at a constant temperature and pressure. This
is achieved through continuous circulation of liquid
LN2 in the cooling coil. For further details on the
process system, see [10].

Impurities (e.g. O2, N2) can decrease the scintil-
lation yield [33–35] of LAr by absorbing the scintilla-
tion light and, for electronegative impurities, by cap-
turing the excitation energy from the Ar excimers.
Electronegative impurities thus preferentially sup-
press the triplet scintillation component and a↵ect
the PSD distributions [36, 37].

The purity of the LAr target, and thus the sta-
bility of analysis inputs, is monitored by examin-
ing calibrated PMT waveforms from 39Ar ER events
and other detector backgrounds. This yields the
LAr long lifetime component (which includes detec-
tor e↵ects such as TPB response and is not a direct
measure of the decay constant of the triplet state
of the Ar dimer) and the light yield at a granular-
ity of better than 1 h. In the same processing step,
self-diagnostic pulses injected into the data stream
by the DAQ system are evaluated to verify proper
behaviour of each PMT channel. Any anomalous
behaviour is again flagged.

As shown in Figure 12, throughout the time period
discussed, the long lifetime and light yield were sta-
ble to within ±1.0% and ±1.3%, respectively. The
mean of the Fprompt distribution at high energies
is directly a↵ected by changes to the long lifetime
component of LAr scintillation. The variation of
Fprompt from high energy ER events is shown also,
and is found to be stable to within ±0.7%. Given
this level of stability, no corrections are applied to
account for temporal variations in the light yield or
long lifetime. The dashed lines in Figure 12 show
what the light yield and mean Fprompt values would
be if the decrease in the long lifetime was the only

2) Compare photon arrival times at each PMT with simulated arrival times from each point of 
the LAr volume.

tblue = 7ns

tvuv = 15ns

difference in reconstructed height, 
charge-based and time-based fitter
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α

Acrylic TPB Argon
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Under air-tight conditions, resurfacer removed fraction 
of a mm off the acrylic cryostat's inside, reducing radon 
daughter activity to < 10 α/m2/day.
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Acrylic vessel.

LAr TPB wavelength shifter.

128 nm 420 nm

Image credit: Wikipedia

TPB deposition on dummy sphere.

visible UV

Tetraphenyl  
Butadiene

A coating of TPB makes the LAr 
scintillation visible.

Broerman, B, et al. “Application of the TPB 
Wavelength Shifter to the DEAP-3600 Spherical 
Acrylic Vessel Inner Surface .” JINST 12 (2017)
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255 Hamamatsu 5912 
PMTs, oil coupled to LG 
faces. 71% coverage.

LightGuide

PMT

Copper thermal 
short

FINEMET 
magnetic shield

Mount

T ~ -184 C

T > -40 C

PMT being installed on LG.

Inside view of AV.

LG face 
Fillerblocks 
Copper short 
PMT base
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Detector response is characterized and monitored 
using 22Na and AmBe sources.

Sources are brought 
near the detector 
using external source 
deployment tubes.

Source deployment pulleys

Steel 
shell

Veto 
PMTs
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Optical calibration sources
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Fibre PMT

DEAP event display.  
Blue: low charge,  
red: higher charge,  
purple: highest charge.

Light 
guide

AV

O
pt

ic
al

 fi
br

e

LED light injection system on 20 
light guides and AV neck.

Laserball

Deployed at three positions 
inside of (warm) detector.
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Optical properties are characterized and monitored 
through light injection.
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DEAP event display.  
blue: low charge,  
red: higher charge,  
purple: highest charge.

Fibre PMT

LED light injection system on 20 
light guides and AV neck.
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The PSD power in DEAP-3600 is better than predicted 
from the DEAP-1 prototype (thanks to less electronic 
noise than predicted).
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"First results from the DEAP-3600 dark matter 
search with argon at SNOLAB" arXiv:1707.08042

1.87×107  events 
Approx. 15.4 -- 30.9 keV
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The LAr long lifetime and the light yield have been 
stable to < 2% without LAr re-circulation.
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