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Modeling Radiation Damage Effects in 3D Pixel 
Digitization for the ATLAS Detector

Silicon Pixel detectors are at the core of the current and planned upgrade of the ATLAS detector. As the detector in closest proximity to the interaction point, these 
detectors will be subjected to a significant amount of radiation over their lifetime: prior to the HL-LHC, the innermost layers will receive a fluence in excess of 

1015 neq/cm2 and the HL-LHC detector upgrades must cope with an order of magnitude higher fluence integrated over their lifetimes. This poster  presents the details of 
a new digitization model that includes radiation damage effects to the 3D Pixel sensors for the ATLAS Detector.

ATLAS Pixel Detector

The ATLAS inner detector [1,2] is dedicated to the
reconstruction of tracks from charge particles created
at the point of interaction. It consists of three
subdetectors; the closest to the beam pipe is a 92
Mpixel detector composed by 4 cylindrical layers and
two end caps.
The most internal barrel layer is the IBL (lnsertable B
Layer). Its proximity to the interaction point makes it
particularly affected by radiation damages. The three
outer layers and the IBL are mainly made of planar
pixel sensors and of 3D pixel sensors.

Silicon Sensors and Charge Collection

Principles of silicon detectors - Passage of a MIP particle creates electrons and holes in
the sensor. Sensor is depleted and, because of the bias potential, the carriers drift towards
the electrodes following the electric field E lines. Their motion is influenced also by thermal
diffusion.
In the presence of a magnetic field B, carriers are deflected by the Lorentz angle qL with
respect to the direction of E: qL is given by rµ(E)B (r is the Hall scattering factor; µ(E) is the
mobility).
Because of the carrier motion a charge is induced to the n+ electrode according to the
Ramo’s theorem [3]. This charge is used to reveal the MIP particle and to estimate its energy
loss.
Radiation damage effects – In case of radiation damages carriers may be trapped along their path to the electrodes, thus reducing the induced
charge to the electrodes.

3D Pixel Detectors
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1  Introduction 

This  document  presents  the  specifications  of  the  3D  sensors,  which,  given  their  excellent  radiation

hardness and low power dissipation, are being considered for the innermost layers (L0 and L1) of the ITk

pixel detector. The sensors will be read out with the future ATLAS ITk Pixel front-end chip, built on 65

nm CMOS technology, with 400 columns and 384 rows, a pixel size of 50×50 μm2 and an active area of

20.0 × 19.2 mm2  (total area will be ~20 × 21 mm2).

Related documentation:

 RD53A Integrated Circuit Specifications (CERN-RD53-PUB-15-001)

 Technical Requirements / Specifications for the ATLAS ITk Pixel Front-End (FE) Chip (AT2-IP-

EP-0005)

 Technical Specification and Acceptance Criteria for the Planar Pixel Sensors for the ITk project

(ATL-COM-UPGRADE-2017-002,  AT2-IP-EP-0006)

 Technical Specification and Acceptance Criteria for the Bump Bonding of the ITk pixel modules

(ATL-COM-UPGRADE-2017-003,  AT2-IP-EP-0003)

2  Detailed description of the 3D sensors 

2.1 Substrate material 

The 3D sensors will be produced on either 6” (150 mm) or 4” (100 mm) diameter wafers. The active part

of the substrate wafers shall be high resistivity (>3 kΩcm), p-type produced in FZ technology with a

<100> crystal orientation.  The maximum total thickness of the sensors will be 250 μm, while the active

thickness will be 150 μm. However, after detector performance optimization, the active thickness could

be increased to 200 μm. The total thickness could also be reduced by 50 μm (regardless of the active

thickness). Figure 1 presents a schematic cross section of a 3D sensor.

Figure 1. Schematic representation of a 3D sensor (left). The read out columns (n+) are indicated in red.

The ohmic columns (p+) are connected to the low resistivity (LR) bulk region which is biased from the

back side.  The right figure shows the top view of the 50×50 μm2 pixel, where the inter-electrode distance

is indicated (Lel).  
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Charge Collection and Ramo Potential

The charge induced by carriers moving in the electric
field are computed through the geometry-dependent
Ramo Potential f [3]:
• a carrier of charge q created at a position (x0,y0) 

and trapped at (x,y) induces a charge

Other peculiarities of 3D pixels
• the motion of charge carriers is perpendicular to n+ and p+ columns;
• the electric field E is essentially independent on z: only 2D maps of E are needed to simulate the

charge carrier motion;
• in IBL 3D sensors, qL is negligible due to the particular E and B configuration.

n+ n+

charge induced also in the neighboring pixels

Electric field maps have been obtained by means of
TCAD simulations (by Synopsys) in which radiation
damages have been modeled through the Perugia
model [4]. The field intensity and the corresponding
drift times are stored in lookup tables for later use in
the digitizer.
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Results and ConclusionsAlternative Digitizer Approach

A different approach has also been considered.
Indeed, we verified that:
• induced charge scales linearly with the chunk

size
• induced charge fluctuations are normally

distributed.
On the base of these facts we demonstrated that
the induced charge of chunks of any size can be
retrieved from lookup tables (see the color maps)
where induced charge is returned as a function of
chunk initial position within a pixel.

An alternative approach to charge chunks
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In alternative to unsmearing I proposed a di↵erent chunk approach based on the direct Monte
Carlo evaluation of the charge induced by small bunches of fundamental charges as a function
of their starting position in the primary pixel.
I verified that:

mean chunk induced charge scales linearly with chunk size (number of fundamental charge
in the chunk);

chunk induced charge fluctuations are normally distributed;

fluctuations of the chunk charge induced in neighbor pixels are correlated to that in
primary pixel; correlation coe�cients can be precisely calculated.

Direct Monte Carlo simulations of electron and hole bunches results in maps like the following.

Maps obtained for � = 1.0⇥ 1016 neq/cm2
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IBL 3D pixel

Charge chunking and unsmearing

qind = −q∆φ = −q [φ(x , y) − φ(x0, y0)]
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3D Pixel Digitizer: schematic structure

This approach allows a consistent simplification in
the digitizer structure and in a relevant reduction
in the simulation times.

The digitizer has been implemented and tested; soon it will be integrated in the ATLAS simulation framework (ATHENA).

ATLAS Pixel Preliminary

HSTD11 & SOIPIX 2017, 10-15 December 2017, Okinawa, Japan

Charge induced from each chunk is finally 
calculated by means of the Ramo potential 
changes. Finally, all charge chunks  
contributions are added (with an 
“unsmearing” procedure) and converted into 
Time-over-Threshold (ToT).

Charge collection times 
retrieved from lookup tables 
are compared to random 
time-to-trap to determine if 
chunk is trapped or not

n+ p+

chunks drift and trapping

traps

Carrier diffusion is modeled 
by spreading chunks through 
random one-step jumps in x,y
drawn from a Gaussian 
distribution.

n+ p+

diffusion steps

To save computing time, 
charges created by a MIP are 
divided into chunks (each 
one made of several 
fundamental charges).  

n+ p+

charge chunks

e-chunk
h-chunk

MIP track

”hit”
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Differently from planar sensor, in 3D devices n+
and p+ electrodes correspond to vertical columns.
Because of the reduced distance between n+ and
p+ columns charge collection times are strongly
reduced; this feature makes these detectors
tolerant to radiation and particularly suited for the
innermost pixel layer of the ATLAS detector (in the
HL-LHC upgrade fluence is expected to reach
values above 1016 neq/cm2).
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Results
• Charge Collection Efficiency predictions are is in very good agreement with test beam 

data (see plots below).
• The hit distribution as a function of ToT follows a Landau distribution as expected.

Conclusions
• The digitizer allows for an accurate evaluation of the induced charge in pixels; charge 

sharing effects are also included in the calculations.
• Fluctuations caused by charge chunks are accurately treated.
• Efforts to decrease the simulation time consumption have also been considered.

Test beam data (Ref. [5])
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