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Abstract

In this contribution the strategy for the initial inten-

sity ramp-up, the ramp-ups after short stops and the

machine protection validations (loss maps, asynchronous

beam dump tests) will be reviewed and improvements pro-

posed. Operating the LHC with important systems in a de-

graded mode will be reviewed and discussed on the basis of

two examples. A new fast failure case, causing orbit kicks

on the beam in case of a quench will be presented. Finally,

the machine protection classification and approval strategy

of machine developments (MDs) is reviewed.

INTRODUCTION

2016 has been an excellent year with the LHC surpass-

ing the design value for instantaneous luminosity and deliv-

ering about 40 f b−1 integrated luminosity to the two high

luminosity experiments. Besides many others, the LHC ma-

chine protection systems and the teams responsible for them

were an important part of this success. The well established

machine protection strategies and procedures, which were

enforced and documented for standard operation and ma-

chine developments, ensured the safe operation of the LHC

in 2016. This contribution analyses and reviews critically

the 2016 machine protection strategy and proposes further

improvements.

INTENSITY RAMP-UP STRATEGY AND

MACHINE PROTECTION VALIDATIONS

As in previous years, a step wise increase of the stored

beam intensity was performed in 2016 following the beam

commissioning. For each intensity step a minimum of 3

fills and 20 hours of stable beams were required. The cor-

rect functioning and response of all machine protection rel-

evant systems was carefully analysed for these fills - from

beam injection to dump - and the results were documented

in so-called check lists. The defined intensity steps were

3/12, 48/72, 288, 570, 860, 1200, 1700 and 2300 bunches.

The increase of stored beam intensity was interleaved with

the increase in the length of the injected bunch trains, to

avoid increasing both simultaneously. The first intensity

step (3/12 bunches) is in general focused on establishing the

LHC machine cycle. The second part (48 -∼ 1000 bunches)

is designed to verify the correct functioning of all machine

protection systems and to identify and mitigate potential is-

sues. Intensities above 1000 bunches are usually dominated

by intensity related limitations, like e-cloud, RF heating or

UFOs. During the latter the increase of the stored beam in-

tensity is not performed in big steps, but rather by incremen-
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tally adding one bunch train more from fill to fill, until lim-

itations appear. In this phase, check lists are performed on

a 6-weekly basis and are then called intensity cruise check

lists.

Excluding a several day long stop of the whole ac-

celerator complex due to a problem with the powering

of CERN’s Proton Synchrotron (PS), intensities > 1700

bunches (equivalent to stored beam energies above 200 MJ)

were reached only 15 days after the start of the intensity

ramp-up (see Fig. 1). In total, 7 intensity increase and 4 in-

tensity cruise checklists were filled during the proton - pro-

ton run in 2016 and documented in EDMS [1].

Figure 1: Intensity ramp-up 2016 from the end of the beam

commissioning until technical stop one (TS1). The blue

and red lines indicate the stored beam intensity in the two

LHC rings in charges. The dashed lines symbolise intensity

check lists before stepping to the next intensity. The stored

number of bunches per beam is shown in orange.

For restarts after stops of nominal operation longer than

48 h two scenarios were defined in 2016. Scenario one ap-

plies to stops with little hard- or software interventions and

requires in total two ramp-up fills. In this case the LHC cy-

cle has to be revalidated with pilots bunches, if additional

optics measurements are required. Otherwise a fill with 2-3

nominal bunches should be performed. In addition, to dis-

entangle wrong settings, de-conditioning etc. from the in-

tensity dominated effects at full pre-stop intensity, a ∼ 600

bunch fill with 2-5 hours stable beams is required. After-

wards, operation can be continued at pre-stop intensity.

The second scenario covers a stop with numerous hard- and

software interventions, as in a usual technical stop, and re-

quires three to four fills: one fill with either pilot or 2-3

nominal bunches for cycle validation (as above), one fill

with ∼ 50 bunches and 1-2 hours stable beams, one fill

with ∼ 600 bunch and 2-5 hours stable beams and, finally,

in case intensities > 2000 bunches had been reached be-

fore the stop, a fill with about half the maximum achieved

number of bunches with about 5 hours stable beams. After-

wards, operation can be continued at pre-stop intensity. The

correct behaviour of all machine protection critical systems

needs to be carefully monitored during these short intensi-

tiy ramp-ups to allow a quick identification and mitigation

of possible issues.



In 2016, scenario one has been successfully applied to

the ramp-up after the stop due to the PS powering problem,

technical stop one, machine development block one (MD1),

MD2 and MD4. Scenario two was used for the ramp-up

after MD3 / technical stop two (TS2). Figure (2) illustrates

the use of the two scenarios in 2016. As the experience with

the two scenarios in 2016 was very positive it is proposed

to also apply them during the LHC run in 2017.

Figure 2: Ramp-up of the intensity after short stops from

nominal operation without (scenario 1) and with (scenario

2) massive hardware interventions. The first was for exam-

ple applied after technical stop one (TS1), the latter after

technical stop two (TS2) followed by the β∗ = 2.5 km run.

Figure (3) shows a table with the number of loss maps and

asynchronous beam dump tests performed for validation of

cleaning and passive protection during the 2016 run. In to-

tal, the impressive amount of 204 betatron loss maps, 38

off-momentum loss maps and 40 asynchronous beam dump

tests have been performed as part of the initial beam com-

missioning, re-validation campaigns after technical stops

and the different validations during the proton - ion run [2].

These machine protection tests have been followed-up sys-

tematically, regularily and timely and were essential to gain

confidence in the safe operation of the LHC with β∗ = 40

cm, relying for the first time on the phase advance between

tertiary collimators respectively triplets and the dump kick-

ers in IP6.

It is important to point out that betatron loss maps have a sig-

nificantly smaller operational footprint than off-momentum

loss maps and asynchronous beam dump tests, as the beams

are usually lost as part of the latter. The use of the so-called

gentle off-momentum loss maps allowed to perform mutli-

ple off-momentum loss maps with the same beam, which in-

creased the operational efficiency of these tests. One of the

reasons for the comparably big number of validation tests

performed in 2016 was the subdivision of the LHC cycle. A

simplification of the cycle would allow to reduce the num-

ber of loss maps and asynchronous beam dump tests signif-

icantly. In addition, so-called continuous loss maps were

performed during the ramp and the squeeze beam process,

which provided important data on the cleaning performance

during these parts of the LHC cycle. Based on the 2016 ex-

perience the standard, minimal scenario should be reviewed

and possibly optimised. Furthermore, performance stud-

ies should be consequently seperated from machine protec-

tion validations. For the future it should be studied, if the

analysis of loss maps and asynchronous beam dump tests

can be further automatized, and how regular physics fills

and their dumps can be used to validate the correct settings

of the protection devices. Finally, the DOROS BPM inter-

locks implemented for the tertiary and IP6 secondary colli-

mators should be unmasked and an automatic analysis im-

plemented.

Figure 3: Overview table of loss maps and asynchronous

beam dump tests performed in 2016.

OPERATION OF SYSTEMS IN

DEGRADED MODE

During the 2016 run there were two prominent examples,

where a system was operating in a degraded mode, poten-

tially impacting machine protection. In both cases a de-

tailed risk analysis and extensive tests were performed, op-

erational system parameters were adapted, interlock levels

tightened and additional interlocks for short/mid-term miti-

gation were implemented. This was then complemented by

a vigilant supervision of the respective systems. Therefore,

time consuming repairs could be delayed to the extended

year end technical stop 2016/17 (EYETS).

Nitrogen leak in the LHC dump block (TDE)

Figure (4) depicts the nitrogen pressure in the TDE line

(TD68.DB) during the LHC run 2016. A leak developed at

the beginning of April and was discoverd a few days later.

The discovery was followed by a period of investigation and

step-by-step adjustment of the operational pressure before

a stable situation was reach by then end of May 2016. In

addition to the existing LBDS-XPOC injection inhibit of

the TDE nitrogen pressure, SIS interlocks and BigSister an-

nouncer warnings were introduced for the two beam dump

blocks. During the EYETS 2016/17 the leak rate was re-

duced following mechanical interventions. Studies on the

criticality of repeated high energy beam impacts on the car-

bon dump blocks in the presence of a nitrogen leak are on-

going. The implementation of a hardware warning for the

TDE nitrogen pressure, possibly later complemented by a

hardware interlock, as proposed by the 134th MPP [3], has

been prepared and will be finalised in a technical stop dur-

ing the 2017 run.



Figure 4: Nitrogen pressure in TDE line (TD68.DB) during

the 2016 run.

Suspected inter-turn short on main dipole A31L2

On June 10th and August 3rd 2016, unusual voltage sig-

natures in the main dipole A31L2 were detected by the

quench protection system during a ramp down of the cir-

cuit and triggered the firing of the quench heaters. The two

events took place at 547 A and 295 A respectively. The

measured voltage over the magnet (Udiode ) and the deriva-

tive of the circuit current for the first event are depicted in

Fig. (5). With simulations it was shown, that this signa-

ture could be explained by the (dis-)appearance of an inter-

turn short in this magnet. An inter-turn short poses the risk

of magnet and collateral damage in case of a quench or a

fast power abort in the concerned magnet or circuit. Fol-

lowing the second event, the powering of this circuit was

stopped, special detection equipment was installed and pow-

ering tests were performed. As no further indication of an

inter-turn short was observed, the operation was resumed.

The special measurement equipment was left in the LHC

tunnel to improve the supervision of this magnet and the

data were regularily analysed. To reduce the probability of

a magnet quench or fast power abort in the main dipole cir-

cuit of sector 12 the so-called global protection mechanism

of the powering interlock controller (PIC) was deactivated

for this sector. The beam loss monitor thresholds of the

dipole magnets in sector 12 were reduced significantly be-

low the quench level, accepting additional UFO dumps [4].

Furthermore, the triggering threshold of the quench protec-

tion system was increased for the concerned dipole magnet.

Ultimately, the main dipole A31L2 was replaced during the

EYETS 2016/17.

NEW FAST FAILURES: QUENCH HEATER

FIRING WITH CIRCULATING BEAM

During the analysis of an UFO quench of the main dipole

C28L5 on June 12, small losses in the IR7 collimation sys-

tem were discovered just before the beam dump. An orbit

oscillation of ∼ 10µm, caused by a skew dipole field due

to the discharge of the quench heaters, was identified as

the source of these losses (see Fig. (6)). Further investi-

gations around previous quenches and a dedicated beam ex-

periment in a machine development block confirmed that

the LHC beams are still circulating for 35 turns or ∼ 3 ms

after the triggering of the quench heater discharge by the

quench detection system, before they are dumped. Table

Figure 5: dI/dt andUdiode versus time as measured during a

suspicious quench of dipole A31L2 at 547 A on 10.06.2017.

(1) summarizes the expected kicks for a subset of most rele-

vant superconducting magnets respectively sets of magnets

in the LHC. The expected kicks of single magnets are non-

negligible at 450 GeV but small at 6.5 TeV. In case of the

simultaneous firing of quench heaters in three neigbouring

dipoles or a quench in one of the triplets, the kicks reach

0.49, respectivley 1.1 σ. This will cause significant losses

in the LHC collimation region. For the new HL-LHC mag-

nets, especially the Nb3Sn triplets, the kick will be even

stronger. Thus, it is important to chose a quench heater lay-

out, which minimizes the skew dipole field and to ensure

that the quench heaters and comparable protection equip-

ment are only fired after the beams have been dumped [5].

Figure 6: Vertical rms orbit change after quench of main

dipole C28L5 at 6.5 TeV

Table 1: Simulated orbit kick due to the discharge of the

quench heaters for a subset of most relevant superconduct-

ing magnets in the LHC

Kick in σ 450 GeV 6.5 TeV

σ (σ) (σ)

Main dipole 0.82 0.21

three main dipoles 1.92 0.49

D1 (IP 2&8) 0.82 0.22

D2 (IP 2&8) 0.58 0.16

Triplet 0.8 1.1

MACHINE DEVELOPMENTS

As in previous years detailed procedures were submitted

for each requested machine development test (MD) by the



requestors of the MD. Based on the detailed information in

the procedures, MDs were classified by machine protection

experts in three classes:

• class A: set-up beam (< 5 × 1011 protons at 450 GeV

and 2×1010 protons at 6.5 TeV) using nominal settings

on all protection systems.

• class B: high intensity beam with nominal settings in

all protection systems

• class C: high intensity beam and changes of settings of

protection systems

Of all MDs in 2016 6% were classified class A, 68% class

B and 26% class C. All class C MDs were discussed in the

restricted Machine Protection Panel (rMPP) and the proce-

dures were approvedand documented in EDMS [1]. Overall

this approach worked well in 2016. Nevertheless, vigilance

is required from all involved players to ensure the optimal

preparation and safe performance of the MDs. The cumula-

tion and re-scheduling of MD blocks to accomodate unfore-

seen limitations was challenging for the MD teams as well

as for the rMPP validation process. Although the commu-

nication between the MD team and the engineer in charge

(EIC) link person during the preparation phase worked in

general well, an earlier involvement of the EIC link person

would be beneficial.

Several ad-hoc end of fill MDs at the end of the proton -

proton run, which required a last minute check and approval

by the rMPP, clearly illustrated that a proper machine pro-

tection validation can only be ensured if all MDs follow

the usual process of approval by the MD coordination team,

classification and validation by rMPP and implementation

by the operations crew.

CHANGES TO THE CORE OF THE

MACHINE PROTECTION SYSTEM

During the ion run in 2016 amplifiers were added on the

interlocked BPMs in IR6 to shift their sensitivity region to

lower bunch intensities in anticipation of limitations. This

change had previously been discussed, but its implemen-

tation was only foreseen, if unnecessary beam dumps by

the IR6 BPMs occured. When reviewing the impact of the

changes, it was discovered that the additional amplifiers re-

duced the overall reliability of the system. Therefore, the

amplifiers were removed at the next occasion.

The above example shows that any changes to the core

of the machine protection system in the LHC should be dis-

cussed in and approved by the Machine Protection Panel

(MPP), which comprises experts from all different machine

protection systems and allows for an independent feedback.

In that way the consequences of changes can be first fully

evaluated before they are implemented. In the future, the

MPP will ensure to be more proactive during situations as

described above.

CONCLUSION

The strategy for the intensity ramp-up after the beam

commissioning in 2016 proved to be very efficient and al-

lowed to reach an intensity of ∼ 1700 bunches, i.e. about

75% of the maximum stored intensity, after only 15 days.

The correct functioning and response of all machine pro-

tection relevant systems was carefully analysed and docu-

mented. Therefore, it is proposed to apply the same strat-

egy for the 2017 intensity ramp-up. Two standard scenarios

for ramp-ups after short stops have been defined and used

successfully in 2016. Thus, it is proposed to apply these

scenarios also in 2017.

An impressive amount of loss maps and asynchronous

beam dump tests has been performed, analysed and vali-

dated in 2016. To reduce the load on the respective teams

and to further reduce their foot print on machine availabil-

ity, a simplification of the LHC cycle and a critical review

of the minimum sets required during beam commissioning,

after technical stops and optics changes has been proposed.

The classification and approval process of machine devel-

opment tests worked well in 2016. In the future, all end of

fill and parallel MDs should be covered by the same process.

In 2016 two important systems were operated in a de-

graded mode (suspected inter-turn short in main dipole

A31L2 and nitrogen leak in the LHC beam dump). The im-

plementation of mid-term mitigations following a detailed

analysis allowed to postpone lengthy repairs to the EYETS

2016/17. Such cases can also be expected in the future and

require a case-by-case analysis.
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