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Saturation Physics (Color Glass Condensate)

QCD matter at extremely high gluon densityFormalism - resummation improved
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Resummed
pQCD can describe data at small xJ , but fails to converge at
large xJ . Reason: large logarithmic terms appearing at �� ≈ ⇡.

Sudakov resummation can sum large logs to cancel alternating
divergence.

choose �m to switch between pQCD and Sudakov.

choice of �m is not sensitive to result, not free parameter.

Chen Lin (IoPP, CCNU) Dijet Asymmetry Santa Fe 2017 8 / 11

When too many gluons squeezed in a confined hadron, gluons start to overlap and
recombine⇒ Non-linear QCD dynamics (BK equation)⇒ saturation in gluon
distributions.
From QCD expansion point of view, various types of resummations often is vital to get
reliable results for a given physical processes.
Core ingredients: Multiple interactions (tree) + Small-x (high energy) evolution (loop,
Resummation of the αs ln 1

x ).

Introduce Qs(x) to separate the saturated dense regime from the dilute regime.
Gluons at small-x carry typical transverse momentum of order Qs(x). (Cf. Collinear pdf)
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HERA (Hadron Elektron Ring Anlage)

e±p collisions at
√

s = 318 GeV (1992-2007);
Partons in the low-x region is dominated by rapid growing gluons.
Hint of gluon saturation at low-x region.
Geometric Scaling [Golec-Biernat, Stasto, Kwiecinski; 01, Munier, Peschanski, 03]

3 / 21



Saturation Physics
Low-x Physics in pA collisions

Small-x physics in the era of EIC

Dual Descriptions of Deep Inelastic Scattering

Bjorken frame Dipole frame

...

Bjorken frame
F2(x,Q2) =

∑
q

e2
qx
[
fq(x,Q2) + fq̄(x,Q2)

]
.

Dipole frame [A. Mueller, 01; Parton Saturation-An Overview]

F2(x,Q2) =
∑

f

e2
f

Q2

4π2αem
S⊥
∫ 1

0
dz
∫

d2r⊥ |ψ (z, r⊥,Q)|2
[
1− S(2) (Qsr⊥)

]
Bjorken: the partonic picture of a hadron is manifest. Saturation shows up
as a limit on the occupation number of quarks and gluons.
Dipole: the partonic picture is no longer manifest. Saturation appears as the
unitarity limit for scattering. Convenient to resum the multiple gluon
interactions.
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Geometrical Scaling in DIS

[Golec-Biernat, Stasto, Kwiecinski; 01, Munier, Peschanski, 03]

Define Q2
s (x) = (x0/x)λGeV2 with x0 = 3.04× 10−3 and λ = 0.288. All low-x

data of σγ∗p
tot is function of a single variable τ = Q2/Q2

s .

This scaling can be naturally explained in small-x formalism.
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A Tale of Two Gluon Distributions

In terms of operators (TMD def. [Bomhof, Mulders and Pijlman, 06]), two gauge
invariant gluon definitions: [Dominguez, Marquet, Xiao and Yuan, 11]
I. Weizsäcker Williams gluon distribution: conventional gluon distributions

xGWW(x, k⊥) = 2
∫

dξ−dξ⊥
(2π)3P+

eixP+ξ−−ik⊥·ξ⊥Tr〈P|F+i(ξ−, ξ⊥)U [+]†F+i(0)U [+]|P〉.

II. Color Dipole gluon distributions:

xGDP(x, k⊥) = 2
∫

dξ−dξ⊥
(2π)3P+

eixP+ξ−−ik⊥·ξ⊥Tr〈P|F+i(ξ−, ξ⊥)U [−]†F+i(0)U [+]|P〉.

ξ
−

ξT

ξ
−

ξT

U [−] U [+]

Modified Universality for Gluon Distributions:

Inclusive Single Inc DIS dijet γ +jet dijet in pA
xGWW × × √ × √
xGDP

√ √ × √ √

×⇒ Do Not Appear.
√⇒ Apppear.

Measurements in pA collisions and at the EIC are tightly connected with complementary
physics missions.
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Forward rapidity single hadron productions in pA collisions

Dilute-Dense factorizations: large x proton or γ∗→ as dilute probe:

[quark] (xp+p , 0,0)

(0, xap
−
a ,kg⊥)

z
kµ

ξ pµ, y [hadron]

[nucleus] pµa

qµ [gluon]

xp =
k⊥√

s
e+y ∼ 1 dilute

xA =
k⊥√

s
e−y � 1 dense

LO [Dumitru, Jalilian-Marian, 02]: probing xGDP(x, k⊥) at small-x.
NLO Cutoff[Dumitru, Hayashigaki, Jalilian-Marian, 06; Altinoluk, Kovner 11]
NLO Complete NLO in DR: [Chirilli, BX and Yuan, 12].

1 1. soft, collinear to the target nucleus; rapidity divergence⇒ BK evolution for UGD
F(k⊥). Subtraction scheme is not Unique. See Iancu and Lappi’s talk.

2 2. collinear to the initial quark;⇒ DGLAP evolution for PDFs. M̄S scheme.
3 3. collinear to the final quark.⇒ DGLAP evolution for FFs, M̄S scheme.
4 The importance of subtraction: systematic resummation of large logarithms.

(αs ln 1/xg or αs ln M2
F/µ

2), which allows us to haveH ∼ O(αs).
Numerical implementations:

Saturation physics at One Loop Order (SOLO). [Stasto, Xiao, Zaslavsky, 13]
NLO pdf and FF and running coupling.
NLO hard factors. Partially by [Albacete, Dumitru, Fujii, Nara, 12]
rcBK evolution equation for the dipole gluon distribution [Balitsky, Chirilli, 08;
Kovchegov, Weigert, 07]. Recent progress: [Kovner, Lublinsky, and Mulian, 13;
Caron-Huot, Herranen, 16].
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Numerical implementation of the NLO result

SOLO results [Stasto, Xiao, Zaslavsky, 13; Watanabe, Xiao, Yuan, Zaslavsky, 15]

What we have learnt so far in DIS and pA collisions

Numerical implementation of the NLO result

Saturation physics at One Loop Order (SOLO). [Stasto, Xiao, Zaslavsky, 13]
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FIG. 4. Comparisons of BRAHMS data [9] with the center-of-mass energy of
�

sNN = 200GeV per nucleon
at rapidity y = 2.2, 3.2 with our results. As illustrated above, the crosshatch fill shows LO results, the
grid fill indicates LO+NLO results, and the solid fill corresponds to our new results which include the NLO
corrections from Lq and Lg due to the kinematical constraint. The error band is obtained by changing µ2

from 10 GeV2 to 50 GeV2.

(transformed) formulas. The LO and LO+NLO curves are very similar to earlier results published
in Ref. [43]; some slight di�erences are due to the increased precision of the new formulas. In the
meantime, the Lq and Lg corrections are completely negligible in the region where p� � Qs. On
the other hand, where p� � Qs, Lq and Lg start to become important and alleviate the negativity
problem in the GBW model, and help us to better describe the data in the high p� region. In the
rcBK case, we find that the full NLO cross section now becomes completely positive and provides
us excellent agreement with all the RHIC data.

In Figure 6, we show the comparison between the forward ATLAS data at y = 1.75 and the
numerical results from SOLO. We observe remarkable agreement between the full NLO calculation
from the saturation formalism and experimental data up to 6GeV. Again, as we have seen earlier,
the newly added Lq and Lg corrections help to increase the applicable p� window of the saturation
formalism from roughly 2.5–3 GeV to 6 GeV. From 6 GeV and up, the full NLO cross section
still becomes negative, which implies that the saturation formalism does not apply anymore and
the collinear factorization should be used. Admittedly, what we have seen is only one piece of
a promising clue for the gluon saturation phenomenon. More data in di�erent forward rapidity
windows at the LHC would allow us to conduct precise tests of the theoretical calculation, and
may eventually provide us the smoking gun proof.
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FIG. 6. Comparison of ATLAS forward-rapidity data [21] with the center-of-mass energy of
�

sNN =
5.02 TeV at y = 1.75 with SOLO results for the GBW and rcBK models. Again, the color scheme is the
same as in figure 4. Here the error band shows plots for µ2 = 10 GeV2 and µ2 = 100 GeV2. Since the
numerical data for these measurements are not published, we have extracted the ATLAS points from Fig. 6
of Ref. [21]. The extraction procedure introduces uncertainties comparable to the size of the points.

In Figure 7, we show the comparison between the ALICE and ATLAS data at y = 0 and the
numerical results from SOLO. We find that the full NLO results, especially the one with the rcBK
solution, miss the data. (It seems that the GBW model roughly agrees with the data, but we believe
that it is probably just a coincidence.) This indicates that the dilute-dense factorization breaks
down at y = 0. This is completely expected for the following reason. First, the collinear parton
distributions of the proton projectile do not resum small-x logarthms and may have considerable
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The abrupt drop at NLO when p? > Qs was surprising and puzzling.
Fixed order calculation in field theories is not guaranteed to be positive.
Failure of positivity is also seen in TMD factorization, where Y-term is devised to match
collinear factorization.[Collins, Foundations of perturbative QCD, 11]
Similar to TMD, saturation only applies at low-k? and x region in s ! 1.
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What we have learnt so far in DIS and pA collisions

Numerical implementation of the NLO result

Saturation physics at One Loop Order (SOLO). [Stasto, Xiao, Zaslavsky, 13]
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grid fill indicates LO+NLO results, and the solid fill corresponds to our new results which include the NLO
corrections from Lq and Lg due to the kinematical constraint. The error band is obtained by changing µ2
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(transformed) formulas. The LO and LO+NLO curves are very similar to earlier results published
in Ref. [43]; some slight di�erences are due to the increased precision of the new formulas. In the
meantime, the Lq and Lg corrections are completely negligible in the region where p� � Qs. On
the other hand, where p� � Qs, Lq and Lg start to become important and alleviate the negativity
problem in the GBW model, and help us to better describe the data in the high p� region. In the
rcBK case, we find that the full NLO cross section now becomes completely positive and provides
us excellent agreement with all the RHIC data.

In Figure 6, we show the comparison between the forward ATLAS data at y = 1.75 and the
numerical results from SOLO. We observe remarkable agreement between the full NLO calculation
from the saturation formalism and experimental data up to 6GeV. Again, as we have seen earlier,
the newly added Lq and Lg corrections help to increase the applicable p� window of the saturation
formalism from roughly 2.5–3 GeV to 6 GeV. From 6 GeV and up, the full NLO cross section
still becomes negative, which implies that the saturation formalism does not apply anymore and
the collinear factorization should be used. Admittedly, what we have seen is only one piece of
a promising clue for the gluon saturation phenomenon. More data in di�erent forward rapidity
windows at the LHC would allow us to conduct precise tests of the theoretical calculation, and
may eventually provide us the smoking gun proof.

12

10�7

10�5

10�3

10�1

101

� = 2.2

d
3
N

d
�
d
2
p
?

� G
eV

�
2
�

GBW

LO
+NLO
+Lq + Lg

BRAHMS

� = 2.2

rcBK �2
QCD = 0.01

LO
+NLO
+Lq + Lg

BRAHMS

1 2 3
10�7

10�5

10�3

10�1

101

� = 3.2

p�[GeV]

d
3
N

d
�
d
2
p
?

� G
eV

�
2
�

1 2 3

� = 3.2

p�[GeV]

FIG. 4. Comparisons of BRAHMS data [9] with the center-of-mass energy of
�

sNN = 200GeV per nucleon
at rapidity y = 2.2, 3.2 with our results. As illustrated above, the crosshatch fill shows LO results, the
grid fill indicates LO+NLO results, and the solid fill corresponds to our new results which include the NLO
corrections from Lq and Lg due to the kinematical constraint. The error band is obtained by changing µ2

from 10 GeV2 to 50 GeV2.

(transformed) formulas. The LO and LO+NLO curves are very similar to earlier results published
in Ref. [43]; some slight di�erences are due to the increased precision of the new formulas. In the
meantime, the Lq and Lg corrections are completely negligible in the region where p� � Qs. On
the other hand, where p� � Qs, Lq and Lg start to become important and alleviate the negativity
problem in the GBW model, and help us to better describe the data in the high p� region. In the
rcBK case, we find that the full NLO cross section now becomes completely positive and provides
us excellent agreement with all the RHIC data.

In Figure 6, we show the comparison between the forward ATLAS data at y = 1.75 and the
numerical results from SOLO. We observe remarkable agreement between the full NLO calculation
from the saturation formalism and experimental data up to 6GeV. Again, as we have seen earlier,
the newly added Lq and Lg corrections help to increase the applicable p� window of the saturation
formalism from roughly 2.5–3 GeV to 6 GeV. From 6 GeV and up, the full NLO cross section
still becomes negative, which implies that the saturation formalism does not apply anymore and
the collinear factorization should be used. Admittedly, what we have seen is only one piece of
a promising clue for the gluon saturation phenomenon. More data in di�erent forward rapidity
windows at the LHC would allow us to conduct precise tests of the theoretical calculation, and
may eventually provide us the smoking gun proof.
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same as in figure 4. Here the error band shows plots for µ2 = 10 GeV2 and µ2 = 100 GeV2. Since the
numerical data for these measurements are not published, we have extracted the ATLAS points from Fig. 6
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In Figure 7, we show the comparison between the ALICE and ATLAS data at y = 0 and the
numerical results from SOLO. We find that the full NLO results, especially the one with the rcBK
solution, miss the data. (It seems that the GBW model roughly agrees with the data, but we believe
that it is probably just a coincidence.) This indicates that the dilute-dense factorization breaks
down at y = 0. This is completely expected for the following reason. First, the collinear parton
distributions of the proton projectile do not resum small-x logarthms and may have considerable
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In Figure 7, we show the comparison between the ALICE and ATLAS data at y = 0 and the
numerical results from SOLO. We find that the full NLO results, especially the one with the rcBK
solution, miss the data. (It seems that the GBW model roughly agrees with the data, but we believe
that it is probably just a coincidence.) This indicates that the dilute-dense factorization breaks
down at y = 0. This is completely expected for the following reason. First, the collinear parton
distributions of the proton projectile do not resum small-x logarthms and may have considerable

The abrupt drop at NLO when p? > Qs was surprising and puzzling.
Fixed order calculation in field theories is not guaranteed to be positive.
Failure of positivity is also seen in TMD factorization, where Y-term is devised to match
collinear factorization.[Collins, Foundations of perturbative QCD, 11]
Similar to TMD, saturation only applies at low-k? and x region in s ! 1.

12 / 18

Agree with RHIC and LHC data in
low p⊥ region where pQCD does not
apply.

SOLO (1.0 and 2.0) break down in the
large p⊥ region.

Towards a more complete framework.
[Iancu and Lappi’s talk, Tues]
(Different scheme?) [Altinoluk,
Armesto, Beuf, Kovner and Lublinsky,
14; Ducloue, Lappi and Zhu, 16, 17;
Iancu, Mueller and Triantafyllopoulos,
16]

Another idea: threshold resummation!
The resummation of plus-functions or
ᾱs ln(1− xp) < 0.
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Small-x physics in the era of EIC

Threshold resummation in the saturation formalism

Dilute-Dense factorizations: large x proton or γ∗→ as dilute probe:

[quark] (xp+p , 0,0)

(0, xap
−
a ,kg⊥)

z
kµ

ξ pµ, y [hadron]

[nucleus] pµa

qµ [gluon]

xp =
k⊥√

s
e+y ∼ 1 dilute

xA =
k⊥√

s
e−y � 1 dense

Threshold resummation is the resummation of plus-functions. In single forward
hadron production, [Stasto, Zaslavsky, 16]∫ 1

xp

dξ
(1− ξ)+

f (ξ) ∼ f (1) ln(1− xp)

It is also the resummation of logarithm ᾱs ln(1− xp) < 0. For example:
let X = ᾱs ln(1− xp), eX = 1 + X + 1

2 X2 + · · ·
Typical feature of asymmetric forward pA collisions.
Mellin transform is the technique used to perform resummation.∫ 1

0
dττN−1

∫ 1

τ

dξ
ξ
P(ξ)q

(
τ

ξ
, µ

)
=

∫ 1

0
dξξN−1P(ξ)

∫ 1

0
dxxN−1q (x, µ) = PNqN ,

1
(1−ξ)+

→ PN ∼' − ln N. (τ → 1⇔ N →∞.)
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Dihadron correlations in dAu collisions

Forward dihadron correlation in Dilute-Dense factorizations as a probe to saturation.
Forward di-hadron angular correlations in RHIC dAu data
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Quadrupole operator

CGC calculation by C. Marquet (Nucl.Phys. A796 (2007)):

d⇥

d2kTd2qTdyqdyk
⇥ xq(x , µ2)

⇤
d2x

(2�)2
d2x ⇤

(2�)2
d2b

(2�)2
d2b⇤

(2�)2
e ikT (x ��x)e iqT (b��b)

|⇤q⇥qg (x � b, x ⇤ � b⇤)|2
⌅

S (6) � S (3) � S (3) + S (2)
⇧

Dihadron production cross section depends on six-point function

S (6)(b, x , x ⇤, b⇤) = Q(b, b⇤, x ⇤, x)S(x , x ⇤) + O
�

1

N2
c

⇥
,

where Q is a correlator of 4 Wilson lines

Q(b, b⇤, x ⇤, x) =
1

N2
c

⇤Tr U(b)U†(b⇤)U(x ⇤)U†(x)⌅

Heikki Mäntysaari (JYFL) Azimuthal angle correlations 31.5.2012 6 / 15

Quadrupole operator

Comparison with full JIMWLK evolution (see talk by T. Lappi)
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T. Lappi et al. 1108.4764

Gaussian approximation is accurate, Naive Large-Nc is not.
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Results: Coincidence probability

Preliminary numerical results
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Good description of central PHENIX data (pedestal from exp. data)

Gaussian large-Nc approximation

IC: MV� , Q2
s = 0.33 GeV2, data: PHENIX [1105.5112]
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Preliminary results by 

T Lappi and H. Mantysaari 

Hard Probes ’12
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1

Physics predicted by [C. Marquet, 09]. Important hint of gluon saturation.

Further calculated in [Marquet, Albacete, 10; Stasto, BX, Yuan, 11]

Interpretation: de-correlation due to interaction with low-x gluonic matter.

Sudakov resummation αs ln2 P2
⊥

q2
⊥

in dijet processes. [Mueller, BX, Yuan, 13; K.
Kutak, et al, 15, 16; Also see P. Kotko’s talk]

More sophisticated and robust theoretical computation, and more precise
experimental pAu data will be released soon.[Marquet et al; Stasto et al]

10 / 21



Saturation Physics
Low-x Physics in pA collisions

Small-x physics in the era of EIC

Dijet asymmetry at the LHC

Fully corrected dijet asymmetry xJ ≡ p2⊥
p1⊥

= 1−AJ
1+AJ

data from ATLAS, 1706.09363.

Jx
0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

JxdNd  
N1

0.5

1

1.5

2

2.5

3

3.5

4
0 - 10 %

 < 126 GeV
T1

p100 < 

-12011 Pb+Pb data, 0.14 nb
 = 0.4 jetsR tkanti-

 = 2.76 TeVNNs

Jx
0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

60 - 80 %Measured
Unfolded

Jx
0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

ppATLAS
-1 data, 4.0 pbpp2013 

Figure 5: The (1/N)dN/dxJ distributions for R = 0.4 jets before (black) and after (red) unfolding for the 100 <
pT1 < 126 GeV interval for the Pb+Pb 0–10% (left) and Pb+Pb 60–80% (middle) centrality ranges and for pp
collisions (right). Statistical uncertainties are indicated by vertical error bars (not visible in most cases). Systematic
uncertainties in the unfolded result are indicated by the red shaded boxes.

and gluons is observed to di↵er. Potential inaccuracies in the MC sample describing both this flavour-
dependent response and the relative abundances of quark and gluon jets are accounted for using separate
nuisance parameters. A source of uncertainty related to the adaptation of the in situ calibration derived atp

s = 8 TeV to 2.76 TeV data is also included.

In the Pb+Pb data analysis, two additional uncertainties in the JES are considered. The first accounts for
di↵erences between the detector operating conditions in the Pb+Pb and pp data, which were recorded in
2011 and 2013, respectively. This is derived by using charged-particle tracks reconstructed in the inner
detector to provide an independent check on the JES, which only uses information from the calorimeter.
For each jet, all reconstructed tracks within �R < 0.4 and having ptrk

T > 2 GeV, are matched to the jet
and the scalar sum of the track transverse momenta is evaluated. The ratio of this sum to the jet’s pT is
evaluated both in data and in the MC sample, and a double ratio of the two quantities is formed. The
double ratio obtained in peripheral Pb+Pb data is compared with that in pp data. The precision of the
comparison is limited by having too few events in the peripheral Pb+Pb data and at high jet pT, and a pT-
and ⌘-independent uncertainty of 1.46% is assigned to account for potential di↵erences.

The second additional uncertainty is a centrality-dependent JES uncertainty to account for potential dif-
ferences in the detector response to quenched jets. This is estimated by comparing the detector response
evaluated in the Pythia and Pyquen MC samples. This estimate is checked in data using a track-based
study similar to the one described above, but comparing central and peripheral Pb+Pb collisions and ac-
counting for the measured variation of the fragmentation function with centrality [11–13]. An uncertainty
of up to 1% in the most central collisions and decreasing linearly with centrality percentile to 0% in the
60–80% centrality class is assigned.

The uncertainty attributed to the JER is obtained by adding Gaussian fluctuations to each reconstructed jet
pT value when populating the response matrix. The magnitude of this uncertainty is fixed by a compari-
son of the data and MC descriptions of the JER in 8 TeV data [36]. Since the MC sample is constructed
using the data overlay procedure, it is expected that the centrality dependence of the JER should be well
described in the MC sample. This is checked by studying the distribution of UE fluctuations using ran-
dom, jet-sized groups of calorimeter towers in Pb+Pb data. The standard deviations of these distributions
describe the typical UE contribution beneath a jet. The centrality dependence of the UE fluctuations is
compared to that of the JER in the MC sample, and a systematic uncertainty is included to account for
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Results - pp
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Our result For the first time, pp baseline established.

without smearing, the results were compared directly with
fully corrected data.

achieved good results at 4 di↵erence pT ranges.

results were well described at large xJ due to the Sudakov
resummation.

results at small xJ were not so good due to the fact that we
only use NLO pQCD calculation, higher order expansion
should improve the results.

Chen Lin (IoPP, CCNU) Dijet Asymmetry Santa Fe 2017 9 / 11

Sudakov resummation improved pQCD approach: [Chen, Qin, Wei, Xiao, Zhang, 16]

pQCD expansion up to 2→ n process is bounded xJ ≥ 1
n−1 (or AJ ≤ n−2

n ).

⇒ (n − 1)p2⊥ ≥ p1⊥

p1⊥

p2⊥
pn⊥

0.4 0.5 0.6 0.7 0.8 0.9 1
10−4

10−3

10−2

10−1

100

101

1
3

xJ
1 N

d
N

d
x
J

LO (2 → 3)
NLO (2 → 4)

Sudakov resummation for the back-to-back dijet configurations when xJ ∼ 1.
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Dijet asymmetries as a probe of QGPResults - AA
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Here we use (BDMPS) energy-loss formalism:

d�

dp′⊥1dp′⊥2 = � d✏1d✏2D(✏1)D(✏2) d�

dp⊥1dp⊥2
������������ p⊥1=p′⊥1+✏1

p⊥2=p′⊥2+✏2

In the limit ✏�p⊥ � 1, where:

D(✏) = ↵

�
!c

2✏
exp
���−

⇡↵2!c

2✏

��� , !c ≡ � dL q̂L, ↵ ≡ 2↵s CR

⇡

ar�iv:hep-ph/9608322

Chen Lin (IoPP, CCNU) Dijet Asymmetry Santa Fe 2017 10 / 11

New methods to probe transport coefficient q̂: [Chen, Qin, Wei, Xiao, Zhang, 16]

Use BDMPS energy loss distribution for medium induced soft gluon emissions

D(ε) =

√
α2ωc

2ε
exp
(
−πα

2ωc

2ε

)
, with ωc ≡

∫
dLq̂L and α ≡ 2αsCR

π
.

Calculation in medium is embedded in OSU 2 + 1 d viscous hydro.
[ Z. Qiu, C. Shen, and U. Hein, 11]

Dijet asymmetries gives q̂0 ∼ 2− 6GeV2/fm at the LHC. (T = 481MeV)

Assuming T3 scaling, this roughly agrees with the original BDMPS estimate of
q̂0 = 0.5GeV2/fm at T = 250MeV.

Global fit from dihadron correlations⇒ quark jet q̂0 ∼ 4GeV2/fm at RHIC.
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Into the future
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Electron Ion Collider (LHeC)

Hard Probes 2013: macl@bnl.gov

Lots of work recently on the physics of e+A collisions

2

arXiv:1212.1701arXiv:1108.1713

	Design	Report	2012	 CERN Referees

arXiv:1206.2913	

600	pages.	Physics,	Detector	and	Two	Accelerator	OpAons	
ring-ring	which	may	be	of	interest	in	the	HE-LHC	context	and	linac-ring,	the	default	LH(e)C	

EIC at Baryons 2016

World’s first 
Polarized electron-proton/light ion  
and electron-Nucleus collider 

Both designs use DOE’s significant 
investments in infrastructure

For e-A collisions at the EIC: 
✓ Wide range in nuclei 
✓ Luminosity per nucleon same as e-p 
✓ Variable center of mass energy 

The Electron Ion Collider 
Two options of realization!

13

AGS

For e-N collisions at the EIC: 
✓ Polarized beams: e, p, d/3He 
✓ e beam 5-10(20) GeV 
✓ Luminosity Lep ~ 1033-34 cm-2sec-1 

100-1000 times HERA 
✓ 20-100 (140) GeV Variable CoM  

1212.1701.v3 
A. Accardi et al

May 17, 2016

Ed. A. Deshpande, Z.-E. Meziani, J.-W. Qiu

arXiv:1108.1713 arXiv:1206.2913 arXiv:1212.1701

A lot of interesting physics. [Nestor Armesto Perez and Thomas Ullrich’s talk]

EIC will be a fantastic stereoscopic “camera” with extremely high resolution,
which allows us to visualise protons and nuclei in a multi-dimensional fashion.
(Theorist’s version of EIC)
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3D Tomography of Proton

Wigner distributions ingeniously encode all quantum information of how partons are
distributed inside hadrons. [Ji, 03; Belitsky, Ji, Yuan, 03]

bT

kT
xp

Figure 2.2: Connections between di↵erent quantities describing the distribution of partons
inside the proton. The functions given here are for unpolarized partons in an unpolarized proton;
analogous relations hold for polarized quantities.

tum, and specific TMDs and GPDs quan-
tify the orbital angular momentum carried
by partons in di↵erent ways.

The theoretical framework we have
sketched is valid over a wide range of mo-
mentum fractions x, connecting in particular
the region of valence quarks with the one of
gluons and the quark sea. While the present
chapter is focused on the nucleon, the con-
cept of parton distributions is well adapted
to study the dynamics of partons in nuclei, as
we will see in Sec. 3.3. For the regime of small
x, which is probed in collisions at the highest
energies, a di↵erent theoretical description is
at our disposal. Rather than parton distribu-
tions, a basic quantity in this approach is the
amplitude for the scattering of a color dipole
on a proton or a nucleus. The joint distri-
bution of gluons in x and in kT or bT can
be derived from this dipole amplitude. This
high-energy approach is essential for address-
ing the physics of high parton densities and
of parton saturation, as discussed in Sec. 3.2.
On the other hand, in a regime of moder-
ate x, around 10�3 for the proton and higher

for heavy nuclei, the theoretical descriptions
based on either parton distributions or color
dipoles are both applicable and can be re-
lated to each other. This will provide us with
valuable flexibility for interpreting data in a
wide kinematic regime.

The following sections highlight the
physics opportunities in measuring PDFs,
TMDs and GPDs to map out the quark-
gluon structure of the proton at the EIC.
An essential feature throughout will be the
broad reach of the EIC in the kinematic
plane of the Bjorken variable x (see the Side-
bar on page 18) and the invariant momentum
transfer Q2 to the electron. While x deter-
mines the momentum fraction of the partons
probed, Q2 specifies the scale at which the
partons are resolved. Wide coverage in x
is hence essential for going from the valence
quark regime deep into the region of gluons
and sea quarks, whereas a large lever arm in
Q2 is the key for unraveling the information
contained in the scale evolution of parton dis-
tributions.

17

Small-x gluon distributions⇔ gluon Wigner distributions? [Ji, 03]
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Can we measure Wigner distributions?

Wigner Distribution of Twisted Photons

Mohammad Mirhosseini,1,* Omar S. Magaña-Loaiza,1 Changchen Chen,1

Seyed Mohammad Hashemi Rafsanjani,1 and Robert W. Boyd1,2
1The Institute of Optics, University of Rochester, Rochester, New York 14627, USA

2Department of Physics and Max Planck Centre for Extreme and Quantum Photonics,
University of Ottawa, Ottawa, Ontario K1N 6N5, Canada
(Received 4 December 2015; published 1 April 2016)

We present the first experimental characterization of the azimuthal Wigner distribution of a photon. Our
protocol fully characterizes the transverse structure of a photon in conjugate bases of orbital angular
momentum (OAM) and azimuthal angle. We provide a test of our protocol by characterizing pure
superpositions and incoherent mixtures of OAM modes in a seven-dimensional space. The time required
for performing measurements in our scheme scales only linearly with the dimension size of the state under
investigation. This time scaling makes our technique suitable for quantum information applications
involving a large number of OAM states.

DOI: 10.1103/PhysRevLett.116.130402

Ever since its introduction in 1932 [1], the Wigner
distribution has been widely applied in different fields of
study ranging from statistical mechanics and optics [2–6] in
physics to more applied fields such as electrical engineer-
ing and even seismology [7]. In physics, the Wigner
distribution has been utilized to bring the machinery of
phase-space statistical mechanics into the study of quantum
physics [8]. The Wigner distribution provides a compre-
hensive characterization of the system and, as a quasiprob-
ability distribution, the negativity of theWigner distribution
signals a wavelike behavior [9,10].
The orbital angular momentum (OAM) of single photons

has, lately, been identified as a valuable platform for
realizing multilevel quantum systems [11,12]. The discrete
nature of OAM makes it attractive for encoding quantum
[13] and classical information [14]. The ongoing research
suggests that there is no fundamental limit to the maximum
value of OAM that a photon can carry. In a recent
experiment, quantum entanglement was demonstrated
between states differing by 600 in their value of OAM
[15]. However, the full characterization of a quantum state
in the Hilbert space of OAM poses a serious experimental
challenge.
A large body of previous research has enabled efficient

and accurate projective measurements of light’s OAM
[12,16–21]. Quantum mechanically, a pure state in the
Hilbert space of OAM is described by a discrete state
vector. Thus, the probability distribution provided by
projective measurements along with the knowledge of
relative phase between the different OAM components
found by interferometry adequately describes a pure state
[22]. Nevertheless, pure states are only a restricted set of
physical states, because the vast majority of conceivable
states are mixed states [23]. The most general description of
a quantum state requires knowledge of its density matrix,

which can be found through use of standard quantum state
tomography [24,25]. However, quantum state tomography
in the OAM basis requires the capability to perform
projective measurements on arbitrary superpositions of
two or more OAM eigenstates [26], a task that remains
challenging due to technical limitations such as variations
in the efficiency of measuring different OAM modes and
the cross talk between neighboring modes [27].
In this Letter, we propose and demonstrate a method for

obtaining the Wigner distribution for the azimuthal struc-
ture of light as an alternative to conventional quantum state
tomography. This is, to our knowledge, the first exper-
imental characterization of the azimuthal Wigner distribu-
tion, a concept that has been a topic of extensive theoretical
investigation for the last three decades [28–37]. Our
experiment provides valuable insight into understanding
the wave behavior of the light field in the conjugate bases of
OAM and azimuthal angle, as well as a method for
comprehensive characterization of the OAM of single
photons that can be used for quantum information
applications.
We begin our analysis by considering a quantum system

with an unknown density matrix, ρ̂, in the basis of azimuthal
angle, θ. Further, we choose to work in a finite-dimensional
state space spanned by the orbital-angular-momentum
eigenvectors jli with fjlj ≤ Ng. In this subspace, the
(discrete) Wigner distribution function reads [31,32]

Wðθ;lÞ ¼ 1

d

XN

ϕ¼−N
exp

!
−
4πi
d

lϕ
"
hθ − ϕjρ̂jθ þ ϕi: ð1Þ

Here, d ¼ 2N þ 1, and θ ∈ f−N;…; Ng denotes the dis-
crete angular coordinate. We have defined an angular (ANG)
eigenstate via a discrete Fourier transform of the OAM states

PRL 116, 130402 (2016) P HY S I CA L R EV I EW LE T T ER S
week ending
1 APRIL 2016

0031-9007=16=116(13)=130402(6) 130402-1 © 2016 American Physical Society

Small-x gluon distributions⇔ gluon Wigner distributions? [Ji, 03]

Yes, we can measure the small-x gluon Wigner distribution
Impact on the spin side of EIC: gluon OAM [Ji, Yuan, Zhao, 16; Hatta, Nakagawa, Yuan,
Zhao, 16, Bhatttacharya, Metz, Zhou, 17]
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The exact connection between dipole amplitude and Wigner distribution

[Hatta, Xiao, Yuan, 16] Def. of gluon Wigner distribution:

xWT
g (x,~q⊥;~b⊥) =

∫
dξ−d2ξ⊥
(2π)3P+

∫
d2∆⊥
(2π)2 e−ixP+ξ−−iq⊥·ξ⊥

×
〈

P +
∆⊥

2

∣∣∣∣F+i
(
~b⊥ +

ξ

2

)
F+i

(
~b⊥ − ξ

2

)∣∣∣∣P− ∆⊥
2

〉
,

Def. of GTMD [Meissner, Metz and Schlegel, 09]

xG(x, q⊥,∆⊥) ≡
∫

d2b⊥e−i∆·b⊥xWT
g (x,~q⊥;~b⊥).

With one choice of gauge link (dipole like) and b⊥ = 1
2 (R⊥ + R′⊥), we

demonstrate

xGDP(x, q⊥,∆⊥) =
2Nc

αs

∫
d2R⊥d2R′⊥

(2π)4 eiq⊥·(R⊥−R′⊥)+i
∆⊥

2 ·(R⊥+R′⊥)

×
(
∇R⊥ · ∇R′⊥

) 1
Nc

〈
Tr
[
U (R⊥) U†

(
R′⊥
)]〉

x
.

This provides the 3D quasiprobabilistic information x, b⊥, k⊥ of small-x gluon.
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Probing 3D Tomography of Proton at small-x

Diffractive back-to-back dijet productions in DIS [Hatta, Xiao, Yuan, 16]

−q⊥ − ∆⊥
2q⊥ − ∆⊥

2

p p′

k1

k2

Cross-Sections are positive-definite, although Wigner distributions may not be.
Elliptic Wigner distribution: angular correlation between b⊥ (∆⊥) and q⊥.

Fx(q⊥,∆⊥) = F0(|q⊥|, |∆⊥|) + 2 cos 2(φq⊥ − φ∆⊥)Fε(|q⊥|, |∆⊥|) + · · ·

with xG ≡ 2Nc

αs

(
q2
⊥ −

∆2
⊥

4

)
Fx.

WW Wigner (WWW) distribution can be also defined.
Similar measurement may be possible in ultra-peripheral diffractive AA
collisions. [Hagiwara, Hatta, Pasechnik, Tasevsky, Teryaev, 17]
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Gluon TMD and Dijet production in DIS

r⊥ = x1⊥ − x2⊥

b⊥

x1⊥ = b⊥ + (1 − z)r⊥

x2⊥ = b⊥ − zr⊥
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Back-to-back correlation C(∆φ): [Dominguez, Marquet, Xiao and Yuan, 11; Zheng,
Aschenauer, Lee and BX, 14]
Unique golden measurement for the Weizsäcker Williams gluon distributions.
Also depends on the linearly polarized WW gluon distribution [Metz, Zhou, 11]
Due to linearly polarized gluon distribution, there could be the analog of
elliptic flow v2 in DIS as well. [Dumitru, Lappi, Skokov, 15]
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DVCS and gluon GPD at small-x

Deeply Virtual Compton Scattering [Hatta, Xiao, Yuan, 17] in the Breit frame

γ∗ γ

P P ′

z

1 − z

∆

x

y

z

p/A

∆φ∆l

Lepton Plane

Hadron Plane

γ

p/A

The relation between gluon GPDs and dipole gluon Wigner distributions

1
P+

∫
dζ−

2π
eixP+ζ− 〈p′|F+i(−ζ/2)F+j(ζ/2)|p〉

=
δij

2
xHg(x,∆⊥) +

xETg(x,∆⊥)

2M2

(
∆i
⊥∆j
⊥ −

δij∆2
⊥

2

)
+ · · · ,

xHg(x,∆⊥) =
2Nc

αs

∫
d2q⊥q2

⊥F0 , xETg(x,∆⊥) =
4NcM2

αs∆2
⊥

∫
d2q⊥q2

⊥Fε

The helicity-flip gluon GPD xETg probed directly by measuring cos 2φ∆l correlation.
Vector meson productions at NLO. [Boussarie, Grabovsky, Ivanov, Szymanowski, Wallon,
16]
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Summary

Figure 2.2: Connections between di↵erent quantities describing the distribution of partons
inside the proton. The functions given here are for unpolarized partons in an unpolarized proton;
analogous relations hold for polarized quantities.

tum, and specific TMDs and GPDs quan-
tify the orbital angular momentum carried
by partons in di↵erent ways.

The theoretical framework we have
sketched is valid over a wide range of mo-
mentum fractions x, connecting in particular
the region of valence quarks with the one of
gluons and the quark sea. While the present
chapter is focused on the nucleon, the con-
cept of parton distributions is well adapted
to study the dynamics of partons in nuclei, as
we will see in Sec. 3.3. For the regime of small
x, which is probed in collisions at the highest
energies, a di↵erent theoretical description is
at our disposal. Rather than parton distribu-
tions, a basic quantity in this approach is the
amplitude for the scattering of a color dipole
on a proton or a nucleus. The joint distri-
bution of gluons in x and in kT or bT can
be derived from this dipole amplitude. This
high-energy approach is essential for address-
ing the physics of high parton densities and
of parton saturation, as discussed in Sec. 3.2.
On the other hand, in a regime of moder-
ate x, around 10�3 for the proton and higher

for heavy nuclei, the theoretical descriptions
based on either parton distributions or color
dipoles are both applicable and can be re-
lated to each other. This will provide us with
valuable flexibility for interpreting data in a
wide kinematic regime.

The following sections highlight the
physics opportunities in measuring PDFs,
TMDs and GPDs to map out the quark-
gluon structure of the proton at the EIC.
An essential feature throughout will be the
broad reach of the EIC in the kinematic
plane of the Bjorken variable x (see the Side-
bar on page 18) and the invariant momentum
transfer Q2 to the electron. While x deter-
mines the momentum fraction of the partons
probed, Q2 specifies the scale at which the
partons are resolved. Wide coverage in x
is hence essential for going from the valence
quark regime deep into the region of gluons
and sea quarks, whereas a large lever arm in
Q2 is the key for unraveling the information
contained in the scale evolution of parton dis-
tributions.

17

Rich physics in dilute-dense factorization formalism. (Multiple scattering, small-x

resummation αs ln 1/xg, collinear logarithms αs ln Q2

µ2 , Sudakov resummation αs ln2 P2
⊥

q2
⊥

and threshold resummation αs ln(1− xp), etc.)

Reliable higher order calculations and robust predictions[Balitsky, Chirilli, Beuf, Iancu,
Lappi, Ducloue, Paatelainen, Boussarie, etc.], as well as new ideas are emerging.

EIC will be a superb “stereoscopic camera”, which allows us to depict 3D the internal
structure of protons and heavy nuclei with unprecedented precision and significantly
advance our knowledge of hadron structure.

Complementary studies in pA collisions and the future EIC can give us the opportunity to
discover the gluon saturation phenomenon.
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