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Computing Infrastructure

- Diverse computing services
« Physics computing
IT and Experiment Services
Administrative Computing

- Target is for
Standardised procedures
Bulk purchasing
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Public Procurement Cycle

Step Time (Days)

User expresses requirement

Market Survey prepared 15
Market Survey for possible vendors 30
Specifications prepared 15
Vendor responses 30
Test systems evaluated 30
Offers adjudicated 10
Finance committee 30
Hardware delivered 90
Burn in and acceptance 30 days typical with 380 worst case
Total

Elapsed (Days)

0
15
45
60
90

120
130
160
250
280

280+ Days




O’ Rellly Consideration

—
Configrersiton Ao OREILLY

Managmg Openstack
Infrastructure Operations Guide
with Puppet Sk

Tem Fifield, Dane Fleming, Anne Gentle,

Lorin Hochstein, Jonathan Proulx,

O'REILLY Frimes Loope Everett Toews & Joe Topjian
Curnt e M 0l




Job Trends Consideration

Job Trends from Indeed.com

= ppenstack = opennebula = cloudstack = eucalypius
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CERN Tool Chain n

\ Q)glt openstack
o O 5 s R
labs CEDh CEntOS ,

PRCrel (| FOREMAN = . Jenkins
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Upstream OpenStack on
Its own does not give you

a cloud service
Packaging
Integration

Burn In

SLA

Monitoring

Source: eBay
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Metering

and Autoscaling
o chargeback
Monitoring
audieling Remediation
Cloud is a
icel
e High Config
availability management
Log
processing Infra
onboarding
OpenStack
Metrics APIs
Network cl
design
Cloud
monitoring .
Net/info Builos
sec
Alerting
Incident Custom?r
resolution User suppor
experience
Tim Bell - CERN Computing Infrastructure

Scale out

Capacity
planning

Upgrades
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CERN OpenStack Project

July 2013 February 2014 October 2014 March2015 September 2015 August 2016
CERN OpenStack  CERN OpenStack CERN OpenStack CERN OpenStack CERN OpenStack CERN OpenStack
Production Service  Havana Release Icehouse Release  Juno Release Kilo Release Liberty Release
1 M N
April 2012 September 2012 April 2013 October 2013 April 2014 October 2014 April 2015 October 2015 April 2016
ESSEX FOLSOM GRIZZLY HAVANA ICEHOUSE JUNO KILO LIBERTY MITAKA
Nova Nova Nova Nova Nova Nova Nova Nova Nova
Glance Glance Glance Glance Glance Glance Glance Glance Glance
Horizon Horizon Horizon Horizon Horizon Horizon Horizon Horizon Horizon
Keystone Keystone Keystone Keystone Keystone Keystone Keystone Keystone Keystone
Neutron (¥) Neutron
Cinder Cinder Cinder Cinder Cinder
Ceilometer Ceilometer Ceilometer Ceilometer Ceilometer
Heat Heat Heat Heat
Rally Rally Rally Rally
Magnum (*) Magnum -
Barbican (*) Barbican (*) Pilot




CERN IT OpenStack Cloud Evolution

200,000 « >190K coresin
production under
OpenStack

 >90% of CERN
compute
resources are
virtualised

« >5,000 VMs
migrated from old
hardware in 2016

« >100K cores to be
added in the next
6 months

180,000

160,000

140,000

120,000

100,000

Cores

80,000

60,000

40,000

20,000




Onwards the Federated Clouds .\ .'-

"

openlab
I | h Many Others P
Public Cloud suc on Their Way
as Rackspace or IBM
NecTAR (D rackspace.
Australia the open cloud company

Brookhaven

Nati | L
ational Labs ALICE Trigger

12K cores

CERN Private Cloud
150K cores

INFN

Italy CMS Trigger

12K cores

ATLAS Trigger
28K cores




Nova Cells

Top level cell

. Runs API service
. Top cell scheduler

Child cells run:

. Compute nodes
. Nova network

. Scheduler

. Conductor

————————————————————

Compute Cell

Controllers

API Cell
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Strategic Plan

Establish multi-

LIX )

To support the
computing capacity
needs for the ATLAS
experiment

” QTEMBL

00000

Setting up a new service
to simplify analysis of
large genomes, for a

deeper insight into

To create an Earth
Observation platform,
focusing on earthquake
and volcano research
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To improve the speed
and quality of research
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Identify and adopt
policies for trust,
security and privacy

Additional Users:

'/ Suppliers

Define funding
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http://www.awst.at/en/index.html
http://www.awst.at/en/index.html

Past, ongoing & future commercial activities@CERN

Support CERN'’s scientific

> .
| -~
§4\ computing programme .
¢ . HALIX
3 rCP Z/BUIA
THESCIENCECLOUD
/ HN - Helix Nebula
HN-3 « Partnership between research
5 organization and European
/’BM commercial cloud providers
HN-2
_Azure
|ctoudsisma A=
—Systems
—p—T >
2012 2014 2018 2016 L

* EC co-funded joint Pre-Commercial Procurement (PCP) project: https://indico.cern.ch/event/319753

** Other work has been conducted outside CERN, such as the Amazon Pilot project at BNL for ATLAS
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https://indico.cern.ch/event/319753
http://iopscience.iop.org/article/10.1088/1742-6596/664/2/022038/pdf

W (D rackspace.

INDIGO - DataCloud

Better Software for Bettar Science

Containers on Clouds e =0

For the user

. Interactive

. Dynamic

For IT - Magnum

. Secure

. Managed
Integrated

. Scalable

For industry and EU

. Prepare for the next
disruptive technology
at scale

x x — J—————
tHub, Inc (U] hitps:/github.com ft/rootbinde master/not t.

Higgs decay to two photons

The Standard Model predicted the decay of the Higgs bosons into photons. THe process is depicted by the diagrams below
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At the Large Hadron Colider, this process has been measured. This figure shows how an Higgs boson decay looks in the CMS
detector

[cms

<

Vs

This ROOTbook llustrates a simplified fitting procedure aiming to identify the peak due to the Higas boson decay over the
exponentially falling background

Importing input data into a ROOT file

First of all we import the input data, here smpésticalty stored into a text fiie into a ROOT fie




(ﬁ{V\Q CMS Experiment at LHC, CERN
Data recorded: Wed May 20 22:51:10 2015 CEST
55 |

' 'ﬁ',:{_ 2

*.\».. S, 4; ‘
N ‘. ) f

A

- ;
gy * >
s Ve a4 b
> a-.;:“ e
A ’@f; \\\\
i PR
: e
q” T2
i
% 41N N
{_l»/ .
W
4 4
..--j g

CE/RW
. 20/10/2016

N7

For Further Information

Technical details at

http://openstack-in-
production.blogspot.fr

Helix Nebula Initiative at

http://www.helix-nebula.eu/

n
U/

Scientific Working Group at

https://wiki.openstack.org/wiki/Scien
tific_working _group

Tim Bell - CERN Computing Infrastructure
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https://wiki.openstack.org/wiki/Scientific_working_group
http://www.helix-nebula.eu/
http://www.helix-nebula.eu/

Some history of scale...

Date Collaboration Data volume, archive

sizes technology
Late 1950’s 2-3 Kilobits, notebooks For c’omparlson:

1990’s: Total LEP data set

1960’s 10-15 kB, punchcards ~few TB
1970’s ~35 MB, tape -
1980’s ~100 GB, tape, disk
1990’s ~750 TB, tape, disk
2010’s ~3000 PB, tape, disk
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Innovation Dilemma

- How can we avoid the sustainability trap ?
«  Define requirements
«  No solution available that meets those requirements
«  Develop our own new solution
«  Accumulate technical debt

- How can we learn from others and share ?
«  Find compatible open source communities
«  Contribute back where there is missing functionality
«  Stay mainstream

Are CERN comiutini needs realli siecial ?



CERN New data

5,000 27 PB
= 4,500 M alice
< 400 23 PB i ams
£ M atlas
3 3500 =
E 15 PB
; 3,000 B compass
8 2500 M inch
E, 2.000 M nas1
% 1,500 M ntof
S ; I other
500
sl st i,
2008 2010 2011 2012 2013
Time

120,000

100000 CERN Archive

wo >100 PB

209 20 ol o o0

Time

Business emails sent
3000PB/year
(Doesn’t count; not managed as
a coherent data set)

In 2012: 2800 exabytes
created or replicated
1 Exabyte = 1000 FB

~14x growth
expected 2012-2020

Climate

= Facebook uploads

1B0PB/year




OpenStack Collaborations

Large Deployment Team
Walmart, Yahoo!, Rackspace, eBay, Paypal, ...

Containers
Rackspace, Red Hat

OpenStack Scientific Working Group
Not just academic
High Performance and High Throughput
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The Worldwide LHC Computing Grid

Tier-2 sites lv 170 sit
. (== (about 160) W near y Si ES,
TIER-O (CERN): - Ly 40 countries
data recording, : . .
reconstruction and - Tlerd sttes
. t A t- 0 Gb/s links E B
distribution T ~350°000 cores
€ %
TIER-1: 500 PB of storage
permanent storage,
re-processing,
analysis
> 2 million jobs/day
TIER-2:
Simulation,

end-user analysis 10-100 Gb links




LHC Data Growth

Expecting to record .

400PBlyear by 2023 with € e
the High Luminosity LHC £ e e
upgrade S ssom

2010 2015 2018 2023




Where Is X3 improvement ?

The outline LHC schedule out to 2035 presented by Frederick Bordry to the SPC and FC June 2015 can be found here

2015 2016 2017 2018 2019 2020 2021
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