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Notice on the wall as I walked in!



LHCb compute containers  -   Andrew.McNab@cern.ch   -   Containers preGDB, CERN, July 2017
3

Docker containers as logical machines
● LHCb has run at two sites which use LHCb containers 

● Andrew Lahiff’s system at RAL, and Skygrid at Yandex 
● Both use (different) containers derived from LHCb DIRAC 

VMs 
● We’re developing a generic LHCb container definition based 

on this experience 
● Uses Docker 
● Uses cernvm root image (ie via cvmfs) 
● LHCb cvmfs and /init script to run inside the container also 

provided via volumes 
● Uses a format which will be supported by Vac and (inside a 

generic Docker VM) by Vcycle
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Containers as glexec replacements
● LHCb are following Singularity discussions in WLCG Traceability 

and Isolation TF etc 
● We believe it will be straightforward to add Singularity 

functionality to DIRAC 
● Already have support for glexec and sudo wrappers around 

payload jobs in the DIRAC pilot 
● Singularity-based wrapper can be added there 

● We intend to test this in the LHCb DIRAC VMs 
● We currently use the sudo wrapper and run each payload in a 

dedicated unix user account in the VM 
● We don’t have a big requirement for Singularity to provide SL6 on 

CentOS 7 worker nodes 
● Uniformity is always easier though
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Singularity container images
● We are used to relying on the CernVM root filesystem for all 

our VMs (we run the same VMs everywhere) 
● For Singularity we want to follow the same approach, since 

CernVM-FS needs to be there anyway 
● We expect to have this: 

● Root from CernVM filesystem over CernVM-FS 
● LHCb + LCG/EGI repos from CernVM-FS 
● A script which is a thin wrapper around the DIRAC pilot, 

including downloading it from our web servers 
● This script and the pilot have minimal system 

dependencies, and get DIRAC itself running from  
CernVM-FS 

● So we don’t expect to need special LHCb images
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Longer term: containers as a user job format?

● There is a lot of interest from LHCb users in packaging their 
jobs in, say, Docker images 

● Allows reuse of other people’s code and management of what 
the user has changed 

● Makes analyses more reproducible and easier to recreate in 
the future 

● We could try to support this in LHCb DIRAC VMs where we 
have root and could run Docker 
● But it’s a lot of work for something that can’t be applied to 

grid/batch 
● Getting users to target Singularity might be a viable route 

though (still as Docker images?)


