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Rare b decays
• Precise measurement sensitive to New Physics effect beyond the SM. 

• Flavour Changing Neutral Currents (FCNC) are suppressed at tree level in the 
SM. 

• NP contributions can arise at the same level of or larger than SM one
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• FCNC processes can be described by an effective Hamiltonian 
describing the four fermion interaction

• Ci Wilson coefficients 
• Oi four-fermion operators
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B0(s)→ℓ+ℓ−
• Pure leptonic decays B → ℓ+ℓ− are even rarer in the SM due to helicity 

suppression 

• The branching fraction can be written as:  

• Only C10 (vector-axial Wilson coefficient) is non-zero in the SM. 

• In case of NP, e.g. model with extended Higgs sectors, contributions also 
from CS and CP are predicted. Large effects already ruled out. 

• Extra observables needed to break degeneracy such as:
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Effective lifetime

• The effective lifetime is defined as 

• The following holds 

• Where:

3.2. New physics sensitivity

The important role of the branching fraction of the Bs ! µ+µ� and B0 ! µ+µ� decays in models with
extended Higgs sectors has been widely discussed in the literature. Beyond the SM, the (prompt) branching
fraction is modified as
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while A��, relevant for Bs ! `+`�, is given by

A�� =
Re

�
P 2 � S2

�

|P |2 + |S|2 . (33)

Equations (31) and (33) show the complementary dependence of the branching ratio and A�� on the Wilson
coe�cients, so measurements of both quantities would provide independent information on new physics. The
value of A�� can be determined separately from the branching fraction by measuring the Bs ! `+`� e↵ective
lifetime [61]
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In the presence of new physics, the mixing-induced CP asymmetry S`+`� in Bs ! `+`� decays could be
non-zero. It is given in terms of the Wilson coe�cients as [61, 68]

S`+`� =
Im

�
P 2 � S2

�

|P |2 + |S|2 . (36)

The value of S`+`� can be extracted from the time-dependent tagged rate asymmetry,

�(Bs(t) ! `+`�) � �(B̄s(t) ! `+`�)
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Unlike the SM contribution from Q10, contributions from scalar and pseudoscalar operators are not

helicity suppressed and models with non-zero C(0)
S and C(0)

P can result in large enhancements of the branching
fraction for these decays. A prime example of this are models with an extended Higgs sector such as the
MSSM. In the MSSM, even for flavour-diagonal soft-terms, chargino loops lead to a contribution to (CS,P )`q
that is proportional to the ratio of the two vacuum expectation values of the two Higgs doublets cubed, i.e.
tan3 � [69–71]. This contribution is sizeable in scenarios motivated by Grand Unification. Apart from scalar
exchange, scalar and pseudoscalar operators can also be generated by the tree-level exchange of the vector
leptoquark states with quantum numbers U1 = (3,1, 2/3) and V2 = (3,2, 5/6) under the SM gauge group
(see [72] for a recent review). In the presence of pseudoscalar operators, the branching fractions could also
be suppressed. The strong constraints on tree-level scalar exchange from the measurement of Bs ! µ+µ�

is in principle sensitive to new physics scales close to 1000 TeV [73].
Even in the absence of scalar or pseudoscalar operators, the Bq ! `+`� decay provides an important test

of models predicting deviations in (C10)`q or a non-zero (C 0
10)

`
q. While these Wilson coe�cients also contribute

to semi-leptonic b ! q`+`� transitions, Bq ! `+`� decays are subject to smaller hadronic uncertainties and

allow the cleanest theoretical extraction of the (C(0)
10 )`q Wilson coe�cients. In the case of Bs ! `+`�, a new
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In Fig. 2, we illustrate the situation in the observable space
of the R-A!" plane. It will be interesting to complement
these model-independent considerations with a scan of
popular specific NP models.

Let us finally note that the formalism discussed above
can also straightforwardly be applied to BsðdÞ ! !þ!$

decays where the polarizations of the ! leptons can be
inferred from their decay products [10]. This would allow
an analysis of (13), where nonvanishing C" observables
would unambiguously signal the presence of the scalar S
term. Unfortunately, these measurements are currently out
of reach from the experimental point of view.

Conclusions.—The recently established width differ-
ence !"s implies that the theoretical B0

s ! #þ#$ branch-
ing ratio in (1) has to be rescaled by 1=ð1$ ysÞ for the
comparison with the experimental branching ratio, giving
the SM reference value of ð3:5% 0:2Þ & 10$9. The possi-
bility of NP in the decay introduces an additional relative
uncertainty of %9% originating from A!" 2 ½$1;þ1(.

The effective Bs ! #þ#$ lifetime !#þ#$ offers a new
observable. On the one hand, it allows us to take into
account the Bs width difference in the comparison between
theory and experiments. On the other hand, it also provides
a new, theoretically clean probe of NP. In particular, !#þ#$

may reveal large NP effects, especially those related to
(pseudo-)scalar ‘þ‘$ densities of four-fermion operators
originating from the physics beyond the SM, even in the
case that the B0

s ! #þ#$ branching ratio is close to the
SM prediction.

The determination of !#þ#$ appears feasible with the
large data samples that will be collected in the high-
luminosity running of the LHC with upgraded experiments
and should be further investigated, as this measurement
would open a new era for the exploration of Bs ! #þ#$

at the LHC, which may eventually allow the resolution of
NP contributions to one of the rarest weak decay processes
that nature has to offer.
This work is supported by the Netherlands Organisation

for Scientific Research (NWO) and the Foundation for
Fundamental Research on Matter (FOM).

[1] A. J. Buras, Proc. Sci. BEAUTY 2011, 008 (2011).
[2] R. Aaij et al. (LHCb Collaboration), Phys. Rev. Lett. 108,

231801 (2012); S. Chatrchyan et al. (CMS Collaboration),
J. High Energy Phys. (2012) 04, 033; T. Aaltonen et al.
(CDF Collaboration), Phys. Rev. Lett. 107, 191801
(2011); V.M. Abazov et al. (D0 Collaboration), Phys.
Lett. B 693, 539 (2010); G. Aad et al. (ATLAS
Collaboration), Phys. Lett. B 713, 387 (2012).

[3] A. Lenz and U. Nierste, arXiv:1102.4274.
[4] R. Aaij et al. (LHCb Coll.), LHCb-CONF-2012-002.
[5] K. De Bruyn, R. Fleischer, R. Knegjens, P. Koppenburg,

M. Merk, and N. Tuning, arXiv:1204.1735 [Phys. Rev. D
(to be published)].

[6] W. Altmannshofer, P. Paradisi, and D.M. Straub, J. High
Energy Phys. (2012) 04, 008.

[7] R. Fleischer, Phys. Rep. 370, 537 (2002).
[8] C.-S. Huang and W. Liao, Phys. Lett. B 525, 107 (2002).
[9] A. Dedes and A. Pilaftsis, Phys. Rev. D 67, 015012

(2003).
[10] P. H. Chankowski, J. Kalinowski, Z. Was, and M. Worek,

Nucl. Phys. B713, 555 (2005).
[11] I. Dunietz, R. Fleischer, and U. Nierste, Phys. Rev. D 63,

114015 (2001).
[12] T. Aaltonen et al. (CDF Collaboration), Phys. Rev. D 84,

052012 (2011); R. Aaij et al. (LHCb Collaboration), Phys.
Lett. B 707, 349 (2012).

[13] CMS Collaboration, CERN-LHCC-2011-006; LHCb
Collaboration, CERN-LHCC-2012-007.

FIG. 2 (color online). Illustration of allowed regions in
the R-A!" plane for scenarios with scalar or nonscalar NP
contributions.

FIG. 1 (color online). Current constraints in the jPj-jSj plane
and illustration of those following from a future measurement of
the effective Bs!#þ#$ lifetime yielding the A!" observable.

PRL 109, 041801 (2012) P HY S I CA L R EV I EW LE T T E R S
week ending
27 JULY 2012

041801-4

[K. De Bruyn et al. Phys.Rev.Lett. 109 (2012) 041801] 

⌧`+`� =
⌧Bs

1� y2s

"
1 + 2A`+`�

�� ys + y2s
1 + A`+`�

�� ys

#

ys ⌘ ⌧Bs
��/2 = 0.062± 0.006

5



LHCb experiment
• 1225 members, from 71 institutes in 

16 countries  

• Dedicated experiment for precision 
measurements of CP violation and 
rare decays of heavy-flavoured 
hadrons 

• pp collision at √s = 7, 8, 13 TeV  

• bb̅ quark pairs produced 
predominately in the forward (or 
backward) region
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LHCb Detector

RICH2

Tracking 
Stations

Muon System
Calorimeters

Magnet

Vertex
Locator

RICH1

Tracker
Turicensis

a

Excellent vertex and IP resolution: 
σ(IP) ≃ 24µm at pT = 2GeV 

Good momentum resolution: 
σ(p)/p ≃ 0.4-0.6% for p∈(0,100)GeV/c 

Muon identification: 
εµ = 98%, εK→µ = 0.6%, επ→µ = 0.3%  

Trigger efficiency: 
εµ = 90% for selected B decays
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B0(s)→µ+µ−
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Theoretical expectations
‣ CP-averaged time integrated branching fraction                        

predictions: 

updated with the latest top mass measurement 
(Tevatron+LHC combination)

Foreword to this version16

This version of the analysis note is to be handed to the CMS and LHCb internal reviewers17

in order to continue the review process.18

Improvements with respect to previous version:19

- The free fits of the S

SM

B0

and S

SM

B0

s
and the associated 2D scan have been added.20

- Numerical results and likelihood scan of ratio of branching fractions of the two21

channels have been added.22

- Two new sections on cross-checks asked by the reviewers or other colleagues.23

1 Introduction24

Measurements of low-energy processes can provide indirect constraints on particles that25

are too heavy to be produced directly. This is particularly true for Flavour Changing26

Neutral Current (FCNC) processes which are highly suppressed in the Standard Model27

(SM) and can only occur through higher-order diagrams.28

The B0

(s) ! µ+µ� decays are among the most sensitive FCNC owing to their small29

theoretical uncertainty and clean experimental signature.30

A subtlety arises for the B0

s decay, as discussed in detail in Ref. [1,2]: when comparing31

the experimental branching fraction to its theoretical expectation, the latter has to take32

into account the finite width di↵erence measured in the B0

s system.33

The most up to date SM predictions for the B0

s ! µ+µ� and B0

! µ+µ� time-34

integrated branching fractions are calculated in Ref. [3] and include next-to-leading order35

electroweak corrections and next-to-next-to-leading order QCD corrections. In this work36

the mentioned predictions are used after being updated with the latest combined value37

for the top mass from LHC and Tevatron experiments [4], yielding:38

B(B0

s ! µ+µ�) = (3.66± 0.23)⇥ 10�9 and (1)

B(B0

! µ+µ�) = (1.06± 0.09)⇥ 10�10 . (2)

While the mentioned reference do not quote a value for the ratio of the two branching39

fractions, this can be calculated easily as:40

R =
B(B0

! µ+µ�)

B(B0

s ! µ+µ�)
=
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�0.0025 (3)

where ⌧Bd
and 1/�s

H are the lifetimes of the B0 and of the heavy mass eigenstate of the41

B0

s ; MB0

s
and MB0 are the masses and fB0

s
and fB0 the meson decay constants of the B0

s42

and B0 mesons respectively; Vtd and Vts the elements of the CKM matrix and mµ the mass43

of the muon. The input values for these quanteties are reported in Table 1 and they di↵er44

1

[hep-ex/1403.4427]

Bobeth et al. 
[PRL 112 (2014) 101801]
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B0(s)→µ+µ−: @ LHC

Eur. Phys. J. C (2016) 76 :513 Page 17 of 31 513
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L6.2, 11.8 from maximum of 

Fig. 9 Contours in the plane B(B0
s → µ+µ−),B(B0 → µ+µ−)

for intervals of −2 ! ln(L) equal to 2.3, 6.2 and 11.8 relative to the
absolute maximum of the likelihood, without imposing the constraint
of non-negative branching fractions. Also shown are the corresponding
contours for the combined result of the CMS and LHCb experiments, the
SM prediction, and the maximum of the likelihood within the boundary
of non-negative branching fractions, with the error bars covering the
68.3 % confidence range for B(B0

s → µ+µ−)

The limit is obtained under the hypothesis of background
only, with B(B0 → µ+µ−) left free to be determined in the
fit. The expected limit is 1.8+0.7

−0.4 × 10−9.
An upper limit based on the CLs method is also set on

B(B0 → µ+µ−). The expected limit obtained from pseudo-
MC samples generated according to the observed amplitudes
of backgrounds and B0

s signal is
(

5.7+2.1
−1.5

)
× 10−10 at a

confidence level of 95 %. The observed limit is:

B(B0 → µ+µ−) < 4.2 × 10−10 (95 % CL).

The observed upper limit is above the SM prediction and also
covers the central value of the combination of the measure-
ments by CMS and LHCb [13]. The expected significance
for B(B0 → µ+µ−) according to the SM prediction is equal
to 0.2 standard deviations.

13 Conclusions

A study of the rare decays of B0
s and B0 mesons into oppo-

sitely charged muon pairs is presented, based on 25 fb−1 of
7 and 8 TeV proton–proton collision data collected by the
ATLAS experiment in Run 1 of LHC.

For B0 an upper limit B(B0 → µ+µ−) < 4.2 × 10−10 is
placed at the 95 % confidence level, based on the CLs method.
The limit is compatible with the predictions based on the
SM and with the combined result of the CMS and LHCb
experiments.

For B0
s the result isB(B0

s → µ+µ−) =
(

0.9+1.1
−0.8

)
×10−9,

where the uncertainty includes both the statistical and sys-
tematic components. An upper limit B(B0

s → µ+µ−) <

3.0 × 10−9 at 95 % CL is placed, lower than the SM predic-
tion, and in better agreement with the measurement of CMS
and LHCb.

A p value of 4.8 % is found for the compatibility of the
results with the SM prediction.
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• CMS-LHCb combined analysis with Run1 
data: 

•  Observation of the B0s→µ+µ−  

• Evidence of B0→µ+µ− 

• ATLAS: 

Mild tension among experimental results. 
Excess on B0 intriguing, to be investigated

B(B0
s ! µ+µ�) = 2.8+0.7�0.6 ⇥ 10�9

6.2σ significance observed 
compatibility with SM at 1.2σ level

3.0 σ stat. significance 
compatibility with SM at 2.2σ level

B(B0 ! µ+µ�) = 3.9+1.6�1.4 ⇥ 10�10

B(B0
s ! µ+µ�) = 0.9+1.1�0.8 ⇥ 10�9

B(B0 ! µ+µ�) < 4.2⇥ 10�10 at 95% C.L.

[Nature 522, 68-72]

[EPJ C76 (2016) 9, 513]

11



Dataset
• Thanks to the performance of 

LHC, in 2015-2016 we had 
another great data-taking period  

• The B0
(s)→µ+µ− analysis 

presented today is performed on 
Run1 data + 1.4fb-1 of Run2 
data. note that bb̅ cross section 
roughly grows linearly from 7 to 
13 TeV/c2 

• Luminosity levelled at ∼4x1032 

cm-2s-1
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B0(s)→µ+µ−: strategy (1)
• Significant improvements introduced in the analysis with 13 TeV data.  

• A pair of opposite charged muons with and mµµ ∈ [4900,6000] MeV/c2 
forming good vertex displaced w.r.t. the interaction point; loose MVA 
selection applied 

• Signal/Background classification in mµµ vs MVA classifier (BDT) plane:

BDT
0 0.2 0.4 0.6 0.8 1

]2 c
 [M

eV
/

−
µ+

µ
m

5000

5100

5200

5300

5400

5500

5600

5700
LHCb Run 2

• BDT based on kinematic and 
geometrical variables, trained with 
MC; calibration for signal with 
B0(s)→h+h′− exclusive channels. 
Improved in the new analysis, 
much better BDT performance 
for combinatorial bkg rejection 
and tighter PID selection to 
reject exclusive bkg (optimised 
for Bd)

• Search window kept blind until analysis optimised
13



B0(s)→µ+µ−: strategy (2)
• Normalisation: 

• B0→Kπ and B+→J/ψK+ used as normalisation channels; hadronisation 
fraction dependence on √s evaluated using B+→J/ψK+ and B0s→J/ψφ 

• Background estimation: 

• Exclusive background evaluated through a combination of data driven 
methods, MC and theoretical inputs  

• Results: 

• Branching fraction from unbinned likelihood fit 

• Upper limit from CLs method 

• Effective lifetime measurement: 

• First measurement, performed from signal weighted decay time fit

14



B0(s)→µ+µ– discrimination

B

µ+

µ-

B

B

µ+

µ-

Signal: 2 muons from a single 
well reconstructed background 

Dominant combinatorial background 
from bb̅→µ+µ−X decays

New multivariate classifier trained on simulated events using 7 variables 
including 2 new isolation variables.
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New isolation

• Previous muon isolation based on rectangular 
cuts on variables related to the track 
information 

• 2 multivariate classifiers are now used, one with 
tracks passing through all tracking stations, 
another with just tracks reconstructed only by 
the vertex detector.    
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Multivariate classifier
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• Isolation variables taken as starting point to train 
the BDT classifier. 

• Optimisation and training on simulated events  
• Correlation with invariant mass negligible (below 

5%) 
• Same definition of the BDT used for Run1 and 

Run2 datasets while calibration performed 
independently
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Figure 29: BDT distribution in Bs ! µµ MC events (2011, 2015 and 2016 conditions) and
in the right mass data sidebands (Run I, Run II 2015 and Run II 2016).
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Figure 30: ROC of the new BDT in Run1 data and comparison with the ROC of the BDT
used in the past analysis.

69

Significant improvement w.r.t. previous classifier observed with simulated events. 

18



B0(s)→µ+µ−: BDT calibration
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• BDT output defined to be flat for 
signal, and peaking at zero for 
background  

• Signal BDT shape from B0→K+π− 
events, which have same topology as the 
signal  

• Background BDT shape is evaluated on 
the di-muon mass sidebands 

B0→K+π−

Run1 Run2
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Background sources
• In addition to the main combinatorial background source described by an  

exponential shape, other two categories populate the lower mass range:

• B → h+h′− 
• B0 → π−μ+νμ  
• B0s → K−μ+νμ 
• Λ0b → pμ−ν̅μ 

• Bc+ → J/ψ(→μ+μ−)μ+νμ  
• B0(+) → π0(+)μ+μ− 

• Mass and BDT pdfs determined from simulated samples with misID 
probability calibrated on data. 

• Expected yields evaluated by normalising on control channels 
• Background x-check from independent fits to Kµ and πµ mass spectrum

• Decays with two real muons.

• Decays with one or two hadrons 
misidentified as a muon.
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Exclusive backgrounds
Dominant channels in signal 
region and BDT>0.5:
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Total
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-µ +µ 0(+)π →
0(+)B

µν 
-µ p →b
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cB

B→h+h′− 2.9 ± 0.3

Bc+→J/ψμ+νμ 1.2 ± 0.2

Λ0b→pμ−ν̅μ 0.7 ± 0.1

B0→h−μ+νμ 0.80 ± 0.06

‣ B→h+h′− peaking in the signal region. Factor ∼2 reduction w.r.t. previous analysis  

‣ B0(+)→ π0(+)μ+μ− interplay with combinatorial background. 

‣ All these decays taken into account in the final fit. 

‣ Contribution from B0
s → μ+μ−γ and B0

s → μ+μ−νμν̅μ decays negligible.
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B0(s)→µ+µ−: new performances
• Yields from Run1 mass sidebands (5447<mµµ<6500 MeV/c2) 

• significant improvement w.r.t. the previous analysis → 50% 
in background reduction due to improved BDT 

• Additional improvements ∼20% due to new PID selection
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Figure 31: ROC of the new BDT in Run I, Run II 2015 and Run II 2016 data.

Selection 0.0-0.25 0.25-0.4 0.4-0.5 0.5-0.6 0.6-0.7 0.7-0.8 0.8-0.9 0.9-1.0
old BDT + DLL 37442 403 76 41 11 9 3 0
new BDT + DLL 37701 213 46 16 4 3 2 0
new BDT + ProbNN 30631 172 34 13 3 2 0 0

Table 34: Number of events as a function of the BDT bin in stripping 21+21r1 data (Run I) in
the mass region m(µµ) 2 [5447, 6500], for three selections: BDT and PID selection used in 2013
(“old BDT + DLL”), new BDT and PID selection used in 2013 (“new BDT + ProbNN”), new
BDT and PID selection used in this BF analysis (“new BDT + ProbNN”).

6.4 BDT calibration1072

While the BDT classifier is trained using Monte Carlo simulated events (B0
s ! µ+µ� for1073

signal and bb̄ ! µ+µ�X for background), its PDF for signal and background is evaluated1074

using the data. Since BDT is designed to only use kinematic information of a two-body1075

neutral B meson decay, to calibrate our classifier we rely on the B0
(s) ! h+h(0)� that act as1076

a proxy for the B0
s ! µ+µ� decay. However, given the branching fractions of the neutral1077

B mesons into two hadrons, only the most frequent B0 ! K+⇡� process is considered1078

in the following. In order to distinguish this channel from the others and therefore to1079

identify the correct mass hypothesis of the final state particles a cut on the �LLK�⇡1080

variable of the final state particles is applied. The e↵ect of misidentified components in1081

the B0 ! K+⇡� yield per BDT bin is evaluated varying this cut. Moreover, the cut on1082

the �LLK�⇡ variable can induce a bias as its separation power is highly correlated with1083

70
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B0(s)→µ+µ−: mass calibration

• Determination of mass peak position with well visible 
exclusive B→hh’ decays
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B0(s)→µ+µ−: mass resolution

]2c [MeV/−µ+µm
3050 3100 3150

)2 c
Ca

nd
id

at
es

 / 
(0

.5
 M

eV
/

0

100

200

300

400

500

600

310×

LHCb Run 2
−µ+µ → ψJ/

Comb. bkg

]2c [GeV/µµm
5000 10000

]2 c
 [M

eV
/

µ
µ

σ

10
15
20
25
30
35
40
45
50
55
60

LHCb Run 2

]2c [MeV/−µ+µm
9000 9500 10000 10500 11000

)2 c
Ca

nd
id

at
es

 / 
(1

.0
 M

eV
/

0
5000

10000
15000
20000
25000
30000
35000 LHCb Run 2

−µ+µ → (nS) ϒ

Comb. bkg

• Resolution determination from power 
law interpolation of dimuon resonances: 
J/ψ, ψ(2S), Υ(1S), Υ(2S), and Υ(3S) 

• Mass resolution ~23MeV/c2 
• 1% difference between Run1 and Run2 

data
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B0(s)→µ+µ−: normalisation
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•  Two control channels used for the normalization: B+→J/ψK+ and B0→K+π– 

•  Evaluated from simulated events and x-checked on data 

•  Trigger efficiency from data-driven technique 
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B0(s)→µ+µ−: normalisation
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• Hadronisation fraction from LHCb measurement fs /fd = 0.259 ± 0.015 

• Values at √s = 13TeV scaled according to B0s→J/ψφ and B+→J/ψK+ ratio
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The ratios include all the e�ciency corrections for the channels and assumes isospin1623

asymmetry (fu = fd). The B+ ! J/ K+ yields in in S21r1 (2011) and S21(2012) are1624

corrected for the small DiMuon/Leptonic stream luminosity di↵erences given in Table 54.1625

For B0
s ! J/ �, only the events triggered by muon TIS lines are used.1626

The observed B0
s ! J/ � and B+! J/ K+ branching fraction ratios in Table 63 are1627

in agreement with the PDG value. This proves the mass fit and the detection e�ciencies1628

for the main normalisation channel (B+ ! J/ K+ ) are undertood. The branching1629

fraction ratio of B0 ! K+⇡� and B+! J/ K+ channels is higher than expected. The1630

discrepancies must arise from the B0 ! K+⇡�, and most likely, from the PID e�ciency.1631

If the discrepancies are not understood withing the next days we will assign it an hefty1632

systematic uncertainty to the B0 ! K+⇡� yield.1633

The e↵ect on the combined normalisation factors is small thanks to relatively precise1634

normalisation constants from B+! J/ K+ .1635

7.6 Ratio of hadronisation fractions1636

The relative B0
s and B+ production fraction has been previously determined by LHCb1637

at the proton collision energy of 7 TeV [17]. The stability of the relative B0
s and B+

1638

production at higher collision energies of 8 and 13 TeV will be studied using the e�ciency1639

corrected ratio of B0
s ! J/ � and B+ ! J/ K+ candidates relative to their ratio at 71640

TeV. In this case the uncertain branching fractions wil not be needed.1641

The relative B0
s and B+ production, and thus fs/fd, is found to be stable (Table 64)1642

with the increase in collision energy. the fs/fd value determined on 7 TeV data can also1643

be used at 13 TeV data with no additional uncertainty. However, the fs/fd value in Run 21644

normalisation is multiplied by the observed relative production di↵erence between Run 11645

and Run 2:1646

CRun2
fsfd = (fs/fd)13TeV /(fs/fd)7+8TeV = 1.068(46). (30)

The corrections for the stability check in Table 64 include the generator level e�ciencies1647

from Table 55, the reconstruction and selection e�ciencies from Table 56, the tracking1648

e�ciency corrections from Table 57, the muon acceptance and isMuon corrections from1649

Table 59 and the muon TOS trigger e�ciencies, determined from the B+! J/ K+ sample1650

in B-meson phase space bins and multiplied with the simulated B0
s ! J/ � distribution1651

in case of B0
s ! J/ �.1652

7.7 Normalization factors1653

The normalisation factors for B0
(s) ! µ+µ� and also for the exclusive background estima-1654

tions are calculated using the inputs from this section: the measured normalisation channel1655

yields from Sect. 7.1 (using B2HHTOS Hlt2 line for B0 ! K+⇡�), the generator level1656

e�ciencies from Table 55, the reconstruction and selection e�ciencies from Table 56, the1657

tracking e�ciency corrections from Table 57, the muon acceptance and isMuon corrections1658

from Table 59, the trigger e�ciencies from Sect. 7.4, decay time corrections from Table 581659

and the hadronisation ratio fs/fd = 0.259 ± 0.015 from [17].1660
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B0(s)→µ+µ−: normalisation

• Measured (1964±1)×103 B+→J/ψK+ and (62±3)×103 B0→K+π− decays 

• Assuming the SM rates, after the selection we expect: 

• ∼62 B0s→µ+µ− events and ∼7 B0→µ+µ− events in the whole BDT 
range

Table 65: B0
s ! µ+µ� and B0 ! µ+µ� normalisation factors and expected yields for each

year. The expected signal yields are estimated assuming SM branching fractions as well as
the latest most precise experimental branching fraction measurements [1]. The correlations
in tracking e�ciency systematic uncertainty and the hadronisation fraction (fs/fd) are
accounted for in the combined alpha ↵comb.. The combined numbers for Run 1 and Run 2
additionally account for the normalisation channel branching fraction correlation.

B0
s ! µ+µ� ↵B+!J/ K+ ⇥ 1010 ↵B0!K+⇡� ⇥ 1010 ↵comb. ⇥ 1010 NSM

expected NLHC
expected

2011 3.582(263) 3.376(409) 3.558(257) 10.3 ± 1.0 7.6 ± 2.0
2012 1.585(117) 1.545(154) 1.578(114) 23.2 ± 2.2 17.1 ± 4.6
2015 6.598(580) 5.818(761) 6.434(541) 5.7 ± 0.6 4.2 ± 1.1
2016 1.700(135) 1.527(180) 1.665(126) 22.0 ± 2.2 16.2 ± 4.4

Run 1 1.099(78) 1.060(94) 1.088(74) 33.6 ± 3.1 24.8 ± 6.6
Run 2 1.352(103) 1.210(126) 1.313(95) 27.9 ± 2.7 20.6 ± 5.5

Total: 0.595(38) 61.5 ± 5.5 45.4 ± 12.1

B0! µ+µ� ↵B+!J/ K+ ⇥ 1011 ↵B0!K+⇡� ⇥ 1011 ↵comb. ⇥ 1011 NSM
expected NLHC

expected

2011 9.443(436) 8.902(952) 9.378(413) 1.1 ± 0.1 4.2 ± 1.7
2012 4.294(196) 4.186(340) 4.275(182) 2.5 ± 0.2 9.1 ± 3.8
2015 17.821(1.19) 15.713(1.848) 17.370(1.065) 0.6 ± 0.1 2.2 ± 0.9
2016 4.584(250) 4.118(424) 4.489(220) 2.4 ± 0.2 8.7 ± 3.6

Run 1 2.952(12) 2.847(19) 2.923(10) 3.6 ± 0.3 13.3 ± 5.5
Run 2 3.646(18) 3.262(28) 3.541(16) 3.0 ± 0.3 11.0 ± 4.5

Total: 1.601(44) 6.6 ± 0.6 24.4 ± 10.0
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B0(s)→µ+µ−: branching fraction fit
• Unbinned maximum likelihood fit on BDT binned di-muon mass spectra: 

•  4 BDT bins in Run1 and 4 BDT bins in Run2 simultaneously 
considered 

• background dominated region BDT ∈ [0,0.25] excluded in the final fit  

•  mass range [4900,6000] MeV/c2 

• Free parameters: BF(B0→µ+µ−) and BF(B0s→µ+µ−) and combinatorial 
background 

• Signal fractions constrained in each BDT bin to expectations  

• Exclusive background yields constrained to their expectations 
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It’s time to show the peak
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In the most sensitive region
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B0s→µ+µ−: fit slices
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• Fit results:
7.8σ

1.9σ

• Systematics from nuisance parameters and background model 

• Given no evidence of B0→µ+µ–, upper limit has been evaluated
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B0s→µ+µ−: fit slices
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• Fit results:
7.8σ

1.9σ

• Selection efficiency dependency on lifetime evaluated repeating 
the fit under the A∆Γ = 0 and −1 hypotheses. Increase respect 
to the SM assumption of 4.6 % and 10.9 %, respectively
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A nice candidate
B: 
mass = 5379.31 MeV/c2 
pT(B) = 11407.5 MeV/c 
BDT = 0.968545 
τ = 2.32 ps 
muons: 
pT(µ+) = 7715.4 MeV/c 
pT(µ–) = 3910.9 MeV/c
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A nice candidate

B: 
mass = 5379.31 MeV/c2 
pT(B) = 11407.5 MeV/c 
BDT = 0.968545 
τ = 2.32 ps

muons: 
pT(µ+) = 7715.4 MeV/c 
pT(µ–) = 3910.9 MeV/c
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B0→µ+µ−: upper limit
• Use CLs method: evaluate compatibility with background only (CLb) and 

signal + background hypotheses (CLs+b); the 95%CL upper limit is defined at  
CLs = CLs+b/CLb=0.05  

• Observed upper limit:

)−µ +µ → 0
d

BR(B
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9−10×

C
Ls

3−10

2−10

1−10

1 LHCb
LHCb Preliminary

B(B0 ! µ+µ�) < 3.4 · 10�10 @ 95% CL

Bkg-only  
hypothesis

observed

• Compatibility with bkg only 
hypothesis 1-CLb=0.05 

±1σ

±2σ
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2D likelihood profile 
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Another chapter in our story
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Effective lifetime analysis strategy
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• Same pre-selection, BDT classifier and PID selection as for the BF measurement 

• Fit performed in 2 stages: 

• Fit to the invariant mass distribution in  [5320,6000] MeV/c2 to evaluate 
weights according to sPlot technique.  

• Fit to the weighted decay time distribution  

• Looser PID requirements and single BDT cut applied. Cut optimised to minimise 
the statistical uncertainty

• Acceptance function modelled 
on simulated B0s→µ+µ− events 

10.2 Decay time acceptance1880

The trigger and selection e�ciency varies as a function of the decay time of B0
s ! µ+µ�

1881

candidates, t, introducing a bias into the decay time distribution. This must be corrected1882

for in the fit. The decay time e�ciency (‘acceptance’) is modelled using the function:1883

✏(t) =
[a (t � t0)]

n

1 + [a (t � t0)]
n . (42)

The parameters of the function are determined by fits to full LHCb Monte Carlo simulated1884

B0
s ! µ+µ� candidates and then fixed in the lifetime fit to real data. The simulated data1885

are selected using the same trigger, stripping and o✏ine selection requirements as for the1886

real data.1887

Monte Carlo models the data reasonably well for most variables, however there are1888

significant di↵erences between event multiplicity variables such as the number of SPD hits1889

or tracks in the event between data and MC. Although these variables are not themselves1890

directly correlated with decay time, the VELO and long track isolation variables that enter1891

the BDT classifier are a↵ected by these quantities, and are themselves correlated with1892

the decay time of the candidate. Therefore, significant di↵erences in event multiplicity1893

between data and MC may introduce a bias in the way the acceptance is modelled in1894

Monte Carlo.1895

To remedy this, the Monte Carlo simulated events are reweighted so that they have1896

the same distribution of the number of tracks in each event as data. This is done using1897

B0 ! K+⇡� Monte Carlo simulated candidates and B0 ! K+⇡� decays in data. The1898

weights are calculated as follows. Both MC and data B0! K+⇡� candidates are required1899

to pass the trigger, stripping and pre-selection. A further PID cut is used to separate1900

B0! K+⇡� events from other B! h+h0� channels;1901

(DLLk+ > 10 & DLLk� < �10) || (DLLk+ < �10 & DLLk� > 10). (43)

The distribution of the number of tracks in Monte Carlo is then plotted, alongside the one1902

from data extracted using sWeights calculated using a fit to the invariant mass distribution1903

of B0! K+⇡� candidates. The resulting distributions for 2011, 2012, 2015 and 2016 are1904

shown in Figure 70.1905

144
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Effective lifetime x-checks 
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• Acceptance function validated by 
measuring B0→K+π− effective 
lifetime  

• Measured effective lifetime is      
τ = 1.52±0.03stat ps consistent 
with the world average (PDG 
value of τ = 1.520±0.004 ps) 

• Uncertainty taken as systematics 
on acceptance function 
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Effective lifetime result
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  The fit results for B0s→μ+μ−: 

• Consistent with A∆Γ = 1 (−1) 
hypothesis at the 1.0σ (1.4σ) 
level.  

• Contamination from B0→μ+μ−, 
B → h+h′− and semileptonic 
decays negligible and not 
included. 

• Effect due to different fractions 
of light and heavy mass 
eigenstate and production 
asymmetry included as 
systematics 
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B0s→τ+τ−
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B0s→τ+τ−: motivation
• FCNC analogous to B0(s)→μ+μ− but less helicity-suppressed  

• Test lepton flavour universality together with B0(s)→μ+μ−  

• SM prediction for time integrated branching fractions: 

• τ selected through the τ+→ π+π+π−ν̅τ decay.  

• Challenging search due to the presence of at least 2 neutrinos in the final state 

• B0s and B0 peaks unresolvable in mass; analysis optimised for B0s. 
Assumption on one decay to extract limit on the other.  

• Previous result only on B0 from BaBar: BF(B0→τ+τ−) < 4.1 x 10-3 at 90% CL 

• Analysis performed on Run1 data

[Bobeth et al, PRL 112 (2014), 101801]

B(B0
s ! ⌧+⌧�)hti = (7.73± 0.49) · 10�7

B(B0 ! ⌧+⌧�)hti = (2.22± 0.19) · 10�8
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Intermediate resonances
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• Exploited intermediate ρ0(770) resonance 
to tag candidates. 

• Definition of signal, background and 
control region based on mπ1π2 and mπ3π2: 

• signal: both τ in region 5 

• control region: one τ in 4 or 8 & the 
other in 4,5 or 8  

• Selection:  

• cut based loose selection 

• 2 stage Neural Network based on 
kinematics, geometry and isolation.
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Normalisation and Fit
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• B0→D+(K−π+π+)D−
s(K−K+π+) used as normalisation 

channel; Nobs
D−D+s=10629±114 

• Signal extracted from NN fit in the signal region: 

• NBs→ττ = -46±51 

• Compatible with the background only hypothesis → 
upper limit with CLs method 

• Observed upper limit: 

• Assuming signal fully dominated by B0: 

• x4 improvements w.r.t. previous result from BaBar  

• Note: Preliminary result has strong dependence on the 
decay model of the τ → new analysis ready soon with 
improved decay model.
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B(B0
s ! ⌧+⌧�) < 2.4(3.0)⇥ 10�3 at 90(95)% C.L.

B(B0 ! ⌧+⌧�) < 1.0(1.3)⇥ 10�3 at 90(95)% C.L.
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Prospects
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LHCb luminosity prospects

47

* assumes a Phase-II LHCb upgrade to raise the instantaneous luminosity to 2x1034 cm−2s−1

• Remember that beauty production cross section roughly doubles passing from 7 to 
13-14 TeV pp collisions 

• LHCb Phase-I upgrade comes after Run-2 
• Raising the instantaneous luminosity from 4x1032  to  2x1033 cm−2s−1 commencing 

in Run-3 
• LHCb has just submitted to the LHCC an Expression of Interest for a Phase-2 

upgrade for Run 5+

LHC era HL-LHC era

Run1 
(2010-12)

Run2 
(2015-18)

Run3 
(2021-23)

Run4 
(2026-29)

Run5+ 
(2032+)

3fb-1 8fb-1 ➞ 50fb-1 *300fb-1



LHCb Expression of Interest for a Phase-II upgrade
• By the end of Run 4, and assuming the SM 

predictions, LHCb will reach a 40% precision on the 
ratio BF(B0→μμ)/BF(B0

s→μμ) 

• very powerful observable to constrain the flavour 
structure of models beyond the SM 

• After Phase-II of LHCb the precision on the ratio 
will be 20% or better, putting strong constraints on 
viable NP models 

• The large Bs yield will allow a precise measurement 
of the Bs→μμ effective lifetime, with a precision at 
the level of 30 fs, as well as of CP-violating 
observables 

• These measurements will be particularly important 
for discriminating between NP models in the event 
that effects beyond the SM are observed

48
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Conclusions (1)
• We presented today an updated analysis on B0(s)→µ+µ−  combining Run1 

and first part of Run2 data. 

• We observe the B0s→µ+µ− decay with a branching fraction compatible with 
the SM: 

• This is the first single experiment observation with a statistical 
significance of 7.8σ 

• No evidence for the B0→µ+µ− decay is found, stringent constraint to NP 
approaching the SM prediction.
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B(B0 ! µ+µ�) < 3.4 · 10�10 @ 95% CL

B(B0
s ! µ+µ�) = (2.8± 0.6)⇥ 10�9



Conclusions (2)

• First measurement of the B0s → μ+μ− effective lifetime is presented 

• World’s best limit on BF(B0s → τ+τ−) 

We warmly thank our colleagues in the CERN accelerator departments 
for the excellent performance of the LHC!! 

50

⌧ (B0 ! µ+µ�) = 2.04± 0.44(stat) ± 0.05(syst) ps

B(B0
s ! ⌧+⌧�) < 2.4(3.0)⇥ 10�3 at 90(95)% C.L.

B(B0 ! ⌧+⌧�) < 1.0(1.3)⇥ 10�3 at 90(95)% C.L.



backup
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Indirect searches
• The Standard Model has been a spectacularly successful theory with 

many measurements confirming  
• However some phenomena imply SM is an incomplete model: 

• dominance of matter over antimatter 
• evidence of dark matter from cosmological observation 
• neutrino oscillation  
• gravity not included 

• Search of new particles and interactions that can explain the deviations 
observed.  

• Precise measurements of known hadron properties are the most 
powerful tool to probe energy scales not accessible with direct searches   
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Time effect
• The selection efficiency and BDT distribution of B0

s → μ+μ− 
depend on the lifetime, further dependence in the time integrated 
BF 

• SM value assumed for τ(B0
s → μ+μ−) corresponding to A∆Γ = 1.  

• The model dependence is evaluated by repeating the fit under the 
A∆Γ = 0 and −1 hypotheses  

• An increase of the branching fraction with respect to the SM 
assumption of 4.6 % and 10.9 %, respectively. The dependence is to 
a good approximation linear in the physically allowed A∆Γ range.  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Fit Strategy

Neural network output
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• Fit to the NN output distribution preformed 

• Output remapped such that the signal is flat while the background peaks at 0 

• Signal template from simulated events, background from data control region
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Upper Limit
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• Observed upper limit: 

• assuming signal fully dominated 
by B0: 

• x4 improvements w.r.t. previous 
result from BaBar 

B(B0
s ! ⌧+⌧�) < 2.4(3.0)⇥ 10�3 at 90(95)% C.L.

B(B0 ! ⌧+⌧�) < 1.0(1.3)⇥ 10�3 at 90(95)% C.L.

[PRL 96 (2006) 241802]
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b fragmentation fs/fd
‣ LHCb used semileptonic decays: ratio of B0s→DsμX to B→D+μX 
‣ Combined with hadronic results: ratio of B0s→D−sπ+ to B0→D−K+ 

‣ Recently updated using new BF(Ds→K+K–π+) from CLEO, BaBar and Belle 
‣ Updated B lifetime measurements 

fs
fd

= 0.259± 0.015

New

‣ PT dependence negligible for B0(s)→µ+µ–. Checked the variation as a function of 
√s with B+→J/ψK+ and B0s→J/ψϕ
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