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Since 2010, the LHC has been performing spectacularly.



Recently, we reached important milestones: 

~10/fb at 13 TeV 
~40/fb at 13 TeV 
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Where is(n’t) the new physics??
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Figure 1: The decay topologies of (a) squark-pair production and (b, c, d) gluino-pair production, in the simplified
models with (a) direct decays of squarks and (b) direct or (c, d) one-step decays of gluinos.

using the Powheg-Box v1 generator. This generator uses the four-flavour scheme for the NLO matrix-
element calculations together with the fixed four-flavour PDF set CT10f4 [56]. For this process, the
decay of the top quark is simulated using MadSpin tool [60] preserving all spin correlations, while for all
processes the parton shower, fragmentation, and the underlying event are generated using Pythia 6.428
[61] with the CTEQ6L1 [62] PDF set and the corresponding Perugia 2012 tune (P2012) [63]. The top
quark mass is set to 172.5 GeV. The hdamp parameter, which controls the pT of the first additional emission
beyond the Born configuration, is set to the mass of the top quark. The main e↵ect of this is to regulate
the high-pT emission against which the ttbar system recoils [58]. The tt̄ events are normalized to the
NNLO+NNLL [64, 65]. The s- and t-channel single-top events are normalized to the NLO cross-sections
[66, 67], and the Wt-channel single-top events are normalized to the NNLO+NNLL [68, 69].

For the generation of tt̄ + EW processes (tt̄+W/Z/WW) [70], the MG5_aMC@NLO 2.2.3 [36] generator
at LO interfaced to the Pythia 8.186 parton-shower model is used, with up to two (tt̄+W, tt̄+Z(! ⌫⌫/qq)),
one (tt̄+Z(! ``)) or no (tt̄+WW) extra partons included in the matrix element. The ATLAS underlying-
event tune A14 is used together with the NNPDF2.3LO PDF set. The events are normalized to their
respective NLO cross-sections [71, 72].

Diboson processes (WW, WZ, ZZ) [73] are simulated using the Sherpa 2.1.1 generator. For processes
with four charged leptons (4`), three charged leptons and a neutrino (3`+1⌫) or two charged leptons and
two neutrinos (2`+2⌫), the matrix elements contain all diagrams with four electroweak vertices, and are
calculated for up to one (4`, 2`+2⌫) or no partons (3`+1⌫) at NLO and up to three partons at LO using the
Comix and OpenLoops matrix-element generators, and merged with the Sherpa parton shower using the
ME+PS@NLO prescription. For processes in which one of the bosons decays hadronically and the other
leptonically, matrix elements are calculated for up to one (ZZ) or no (WW, WZ) additional partons at NLO
and for up to three additional partons at LO using the Comix and OpenLoops matrix-element generators,
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5

Where is(n’t) the new physics??

 [GeV]q~m
400 600 800 1000 1200 1400 1600 1800

 [G
eV

]
10 χ∼

m

0

200

400

600

800

1000

1200

CMS Preliminary

1
0χ∼ q→ q~,  q~q~ →pp Moriond 2017

 (13 TeV)-135.9 fb

q~one light 

)c~,s~,d~,u~ (R
q~+L

q~

Expected
Observed)miss

TSUS-16-033, 0-lep (H
)T2SUS-16-036, 0-lep (M



1 Introduction

Supersymmetry (SUSY) [1–6] is a well motivated extension of the Standard Model (SM) that introduces
supersymmetric partner (superpartner) particles to each of the SM particles and that provides a natural
solution [7, 8] to the hierarchy problem [9–12]. The top squark or stop (t̃), which is the superpartner
of the top quark, is expected to be relatively light due to its large contribution to the Higgs boson mass
radiative corrections [13, 14]. A common theoretical strategy for avoiding strong constraints from the
non-observation of proton decay [15] is to introduce a multiplicative quantum number called R-parity. If
R-parity is conserved [16], SUSY particles are produced in pairs and the lightest supersymmetric particle
(LSP) is stable. This analysis follows the typical assumption that the lightest neutralino1 ( �̃0

1) is the LSP.
Since the �̃0

1 interacts only weakly, it can serve as a candidate for dark matter [17, 18].

The analysis described in this note closely follows and extends the previous search for stop production
using 2015 data [19]. This note presents a search targeting the direct production of the lighter stop2 (t̃1),
illustrated by the diagrams in Figure 1. The stop can decay into a variety of final states, depending amongst
other things on the SUSY particle mass spectrum, in particular on the masses of the stop, chargino and
lightest neutralino. When the decay into b �̃±1 is kinematically allowed, the t̃1 decay branching ratio (BR)
is determined by the stop mixing matrix and the field content of the neutralino/chargino sector.

In addition to the direct stop search, a dark matter (DM) scenario [20–22] is also studied. Figure 2
illustrates a Feynman diagram where the DM particles (represented by �) are pair-produced via a spin-0
mediator (either scalar or pseudo-scalar). The mediator couples to the SM particles by mixing with the
Higgs sector.
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Figure 1: Diagrams illustrating the direct pair production of t̃1 particles and their decays, which are referred to as
t̃1 ! t + �̃0

1 (left) and t̃1 ! b + �̃±1 (right). Furthermore, a mixed decay scenario where each t̃1 decays via either
t̃1 ! t + �̃0

1 and t̃1 ! b + �̃±1 for various BR is considered (not shown). For simplicity, no distinction is made
between particles and antiparticles.

The analysis presented here targets final states with one lepton, where the W boson from one of the top
quarks decays to an electron or muon (either directly or via a ⌧ lepton) and the W boson from the other

1 The charginos �̃±1,2 and neutralinos �̃0
1,2,3,4 are the mass eigenstates formed from the linear superposition of the charged and

neutral superpartners of the Higgs and electroweak gauge bosons (higgsinos, winos and binos).
2 The superpartners of the left- and right-handed top quarks, t̃L and t̃R, mix to form the two mass eigenstates t̃1 and t̃2, where

t̃1 is the lighter one.
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Where is(n’t) the new physics??
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Assumptions: background, signal efficiencies unchanged, cross section controlled by parton luminosity 
divided by m2. (cf. Salam & Weiler http://collider-reach.web.cern.ch/collider-reach/)

Growth in limits from ICHEP to Moriond (~100-200 GeV) 
were in line with expectations. 

Moving forward, we still expect significant increase in mass reach. 
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Figure 7: Projected improvement �M to the experimental 95% CL upper limits on a superpartner

excluded by 12 fb�1 of 13 TeV data, as a function of integrated 13 TeV (left) or 14 TeV data (right). The

black shaded region corresponds to the projected �M for an existing limit for a search which currently

excludes a particle between 1 and 3 TeV. Here, the improvements are relatively independent of the limit.

The green line is the projected improvement for limit which currently excluded a 100 GeV particle, the

red line assumes a 200 GeV present limit, and the blue line assumes 500 GeV. The projection technique

is as described in the text and [28]. Note the transition from linear to log scale at 300 fb�1.

for the HL-LHC, it should prove less of a barrier to searches in the mass range above

1 TeV, where SUSY decays typically result in many high-pT jets and/or large MET.
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where f is the parton luminosity (taken here to be gg for simplicity – the projections

for qq̄ initiated production are actually slightly stronger, but qualitatively similar).

Interestingly, under these assumptions, the ultimate improvement in mass reach,

compared to current limits, is nearly a constant shift, m ! m + �m, across a wide

range of masses (1 TeV . m . 3 TeV). This can be traced back to the fact that,

in this range of x = m/
p
s values, the parton luminosities at the LHC happen to be

dropping nearly exponentially, f(x) ⇠ e�ax. In Fig. 7, we show the increase in mass

reach benchmarked against a limit set with 12 fb�1 of 13 TeV, as a function of integrated
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But progress will be much slower...

(M. Lamont, Moriond 2015)

HL-LHC & LIU 
Projects firmly established and key parts of CERN’s mid-term planning 



Doubling the mass reach on ~TeV sparticles will take another 20 years!!
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Many people seem to be depressed/worried/panicked by the null results from 
ICHEP and Moriond, and by the impending slowdown of progress. Many seem 
to think that the discovery potential of the LHC has already dried up.

I want to push back on this negative outlook in this talk. I believe it is 
premature and is based on a superficial reading of the data. There is a lot 
more information to be gleaned from digging deeper into the CMS and 
ATLAS searches. 

There are now hundreds of signal regions in the CMS and ATLAS searches 
for new physics. The official propaganda plots of just a handful of simplified 
models explore only a small fraction of the SRs. They pass over many 
potentially interesting fluctuations in the data!



Even if there is no new physics, there will inevitably be some 2 and even 
3sigma local fluctuations. In the past, a “wait and see” approach made a lot of 
sense, but as the data comes in more slowly, it becomes increasingly 
interesting to ask whether a collection of fluctuations can be fit by a model.  

Some obvious benefits of playing this game:

• Reveal patterns of correlated fluctuations

• Provide a new target for search re-optimization 

• Suggest new final states to search in

• Maybe one of the excesses will turn out to be real!

My collaborators and I are beginning to scratch the surface of this, starting 
with the jets+MET searches. We are finding a number of interesting excesses 
that have so far been overlooked! 

work in progress with 
Pouya Asadi, Matt Buckley, Anthony 

DiFranzo, Angelo Monteux...



CMS jets+MET searches

At Moriond, CMS presented two separate jets+MET searches. They are very 
similar. Both bin in HT, Nj and Nb. Main difference: choice of MET variable.
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Figure 2: Schematic illustration of the 10 kinematic search intervals in the Hmiss
T versus HT

plane. Intervals 1 and 4 are discarded for Njet � 7. The intervals labeled C1, C2, and C3 are
control regions used to evaluate the QCD background. The rightmost and topmost bins extend
to HT = • and Hmiss

T = •, respectively.

the isolated-track veto to situations consistent with W boson decay. The selection criteria on
DfHmiss

T ,ji suppress background from QCD events, for which ~Hmiss
T is usually aligned along a jet

direction.

The search is performed in four-dimensional exclusive intervals of Njet, Nb-jet, HT, and Hmiss
T .

The search intervals in Njet and Nb-jet are:

• Njet: 2, 3–4, 5–6, 7–8, �9;
• Nb-jet: 0, 1, 2, �3.

Intervals with Nb-jet � 3 and Njet = 2 are discarded since there are no entries. For HT and Hmiss
T ,

10 kinematic intervals are defined, as specified in Table 1 and illustrated in Fig. 2. Events with
both small HT and large Hmiss

T are not considered because such events are likely to arise from
mismeasurement. For Njet � 7, the kinematic intervals labeled 1 and 4 are discarded because
of the small number of events. The total number of search intervals is 174.

The intervals labeled C1, C2, and C3 in Fig. 2 are control regions defined by 250 < Hmiss
T <

300 GeV, with the same boundaries in HT as kinematic intervals 1, 2, and 3, respectively. These
regions are used in the method to estimate the QCD background described in Section 7.3.2.

5 Simulated event samples
To evaluate the background, we mostly rely on data control regions, as discussed in Section 7.
Samples of simulated SM events are used to validate the analysis procedures and for some
secondary aspects of the background estimation. The SM production of tt, W+jets, Z+jets,
g+jets, and QCD events is simulated using the MADGRAPH5 aMC@NLO 2.2.2 [43] event gen-
erator at leading order (LO). The tt events are generated with up to three additional partons
in the matrix element, while up to four additional partons can be present for W+jets, Z+jets,
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2 3 Event selection and Monte Carlo simulation

processes or anomalous noise in the calorimeter are rejected using dedicated filters [27, 28].
For events with at least two jets, we start with the pair having the largest dijet invariant mass
and iteratively cluster all selected jets using a hemisphere algorithm that minimizes the Lund
distance measure [29, 30] until two stable pseudo-jets are obtained. The resulting pseudo-jets
together with the ~pmiss

T are used to calculate the kinematic variable MT2 as:

MT2 = min
~p miss

T
X(1)+~p miss

T
X(2)=~p miss

T

h
max

⇣
M(1)

T , M(2)
T

⌘i
, (1)

where ~pmiss
T

X(i) (i = 1,2) are trial vectors obtained by decomposing ~pmiss
T , and M(i)

T are the trans-
verse masses obtained by pairing any of these trial vectors with one of the two pseudojets. The
minimization is performed over all trial momenta satisfying the ~pmiss

T constraint. The back-
ground from QCD multijet events (discussed in Sec. 4) is characterized by small values of MT2,
while larger MT2 values are obtained in processes with significant, genuine ~pmiss

T .

Table 1: Summary of reconstruction objects and event preselection. Here R is the distance
parameter of the anti-kT algorithm. For veto leptons and tracks, the transverse mass MT is
determined using the veto object and the ~pmiss

T , while psum
T denotes the sum of the transverse

momenta of all the PF candidates in a cone around the lepton or track. The size of the cone, in
units of DR ⌘

p
(Df)2 + (Dh)2 is given in the table. Further details of the lepton selection are

described in Ref. [6]. The ith highest-pT jet is denoted as ji.

Trigger
pmiss

T > 120 GeV and Hmiss
T > 120 GeV or

HT > 300 GeV and pmiss
T > 110 GeV or

HT > 900 GeV or jet pT > 450 GeV

Jet selection R = 0.4, pT > 30 GeV, |h| < 2.4

b tag selection pT > 20 GeV, |h| < 2.4

pmiss
T

pmiss
T > 250 GeV for HT < 1000 GeV, else pmiss

T > 30 GeV

Dfmin = Df
�

pmiss
T , j1,2,3,4

�
> 0.3

|~pmiss
T � ~Hmiss

T |/pmiss
T < 0.5

MT2 MT2 > 200 GeV for HT < 1500 GeV, else MT2 > 400 GeV

Veto muon pT > 10 GeV, |h| < 2.4, psum
T < 0.2 plep

T or

pT > 5 GeV, |h| < 2.4, MT < 100 GeV, psum
T < 0.2 plep

T

Veto electron pT > 10 GeV, |h| < 2.4, psum
T < 0.1 plep

T or

pT > 5 GeV, |h| < 2.4, MT < 100 GeV, psum
T < 0.2 plep

T

Veto track pT > 10 GeV, |h| < 2.4, MT < 100 GeV, psum
T < 0.1 ptrack

T

psum
T cone Veto e or µ: DR = min(0.2, max(10 GeV/plep

T , 0.05))

Veto track: DR = 0.3

Collision events are selected using triggers with requirements on HT, pmiss
T , Hmiss

T , and jet pT.
The combined trigger efficiency, as measured in a data sample of events with an isolated elec-
tron, is found to be >98% across the full kinematic range of the search. To suppress background



Problem: too many signal regions

Each CMS search generally consists of hundreds of SRs defined by binning in 
several kinematic variables. But these SRs are sliced so finely, an excess from any 
realistic signal would likely span multiple neighboring SRs.

Idea: consider all possible “rectangular aggregations” as a way of enhancing signal 
vs background.
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T are not considered because such events are likely to arise from
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To evaluate the background, we mostly rely on data control regions, as discussed in Section 7.
Samples of simulated SM events are used to validate the analysis procedures and for some
secondary aspects of the background estimation. The SM production of tt, W+jets, Z+jets,
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Mining rectangular aggregations

Plan: make a list of the most significant excesses, test for compatibility with 
other searches, try to find models that fit them.

To avoid overcounting, discard RAs that contain other nearly-as-significant 
aggregations. 

Results:

033 jets+MHT

• ~7000 rectangular aggregations

• 13 with ≥ 2.5 sigma

036 jets+MT2

• ~33000 rectangular aggregations

• 17 with ≥ 2.5 sigma



These excesses break up further into a handful of clusters. Here are a few of the 
most significant ones (there are several more):

{{126, 127, 128, 129, 130, 132, 133, 134, 135, 136}, 3.49779}

{{127, 128, 129, 130, 133, 134, 135, 136}, 2.67977} {{126, 127, 132, 133}, 3.35777}

{{127, 128, 129, 130}, 2.52836} {{126, 132}, 2.56519} {{126, 127}, 3.09351}

{{127, 133, 139}, 2.5556}

{{1, 2, 8, 9, 13, 16}, 3.26179}

{{1, 2, 8, 9}, 2.6214} {{1, 8, 13, 16}, 2.93005} {{1, 2, 13}, 2.95075}

{{1, 13}, 2.74134}

(036 MT2)

{{1, 4, 31, 34, 71, 74}, 2.96161}

{{31, 34, 71, 74}, 2.57156} {{1, 4, 31, 34}, 2.64459

{{71, 74, 81, 84}, 2.69687}

(033 MHT)

Nj=2,3; Nb=0,1; 1000<HT<1500; MT2>400
Nj=1-3; Nb=0-1; 250<HT<450; 200<MT2<300

Nj=2-6; Nb=0; 300<HT<500; 300<MHT<500
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highly compatible!
(Note, 033 lacks the Nj=1 bins.)



Fitting to a model -- two candidates

Excess is driven largely by Nj=1-3, Nb=0, 250<HT<450; 200<MT2<300

Idea: one parton + invisible particle(s) in the hard process, rest from ISR/FSR

“monosquark” model
squark-neutralino associated production
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q

q

�00
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Our recasting pipeline
Buckley, Feld, Macaluso, Monteux & DS 1610.08059 

Hard process 
(signal only)

Showering, 
hadronization

Detector 
simulation

Recasted ATLAS/
CMS analysisSignal efficienciesLimit plots

Madgraph5; Prospino 2.1 Pythia8.2 Delphes3
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Lightning stats review
We use the asymptotic profile likelihood methods of Cowan, Cranmer, Gross & 
Vitells (1007.1727).  We take into account correlations using the covariance 
matrices provided by CMS. (The correlations are essential!!)

L(µ, ✓) = L(ni, pi + µsi, ✓i)

L(n, p, ✓) =
Y

i

1

ni!
(pi + ✓i)

nie�(pi+✓i)e�
1
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Significance plots

Best fit cross section for 036 is entirely 
compatible with 033 and can reach nearly 

3 sigma local significance!

Best fit cross section for 033 is larger, 
in tension with 036. 
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Significance plots
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Adding in ATLAS

What about ATLAS? They also presented a jets+MET search at Moriond 
(2017-022).  But they did not bin as finely as CMS, and they did not explore the 
low pT regions of their dataset.  As a result, they are not very sensitive to this 
model. 

Nevertheless, they did see a slight excess in their lowest Nj, lowest Meff SR...

Targeted signal q̃q̃, q̃! q�̃0
1

Requirement Signal Region [Me↵-]
2j-1200 2j-1600 2j-2000 2j-2400 2j-2800 2j-3600 2j-2100 3j-1300

Emiss
T [GeV] > 250

pT( j1) [GeV] > 250 300 350 600 700
pT( j2) [GeV] > 250 300 350 50
pT( j3) [GeV] > – 50
|⌘( j1,2)| < 0.8 1.2 –
��(jet1,2,(3), ~Emiss

T )min > 0.8 0.4
��(jeti>3, ~Emiss

T )min > 0.4 0.2
Emiss

T /
p

HT [GeV1/2] > 14 18 26 16
me↵ (incl.) [GeV] > 1200 1600 2000 2400 2800 3600 2100 1300

Targeted signal g̃g̃, g̃! qq̄�̃0
1

Requirement Signal Region [Me↵-]
4j-1000 4j-1400 4j-1800 4j-2200 4j-2600 4j-3000 5j-1700

Emiss
T [GeV] > 250

pT( j1) [GeV] > 200 700
pT( j4) [GeV] > 100 150 50
pT( j5) [GeV] > – 50
|⌘( j1,2,3,4)| < 1.2 2.0 –
��(jet1,2,(3), ~Emiss

T )min > 0.4
��(jeti>3, ~Emiss

T )min > 0.4 0.2
Emiss

T /me↵ (Nj) > 0.3 0.25 0.2 0.3
Aplanarity > 0.04 –
me↵ (incl.) [GeV] > 1000 1400 1800 2200 2600 3000 1700

Targeted signal g̃g̃, g̃! qq̄W�̃0
1 and q̃q̃, q̃! qW�̃0

1

Requirement Signal Region [Me↵-]
5j-1600 5j-2000 5j-2600 6j-1200 6j-1800 6j-2200 6j-2600

Emiss
T [GeV] > 250

pT( j1) [GeV] > 200
pT( j6) [GeV] > 50 100
|⌘( j1,...,6)| < – 2.0 –
��(jet1,2,(3), ~Emiss

T )min > 0.4 0.8 0.4
��(jeti>3, ~Emiss

T )min > 0.2 0.4 0.2
Emiss

T /me↵ (Nj) > 0.15 – 0.25 0.2 0.15
Emiss

T /
p

HT [GeV1/2] > – 15 18 –
Aplanarity > 0.08 – 0.04 0.08
me↵ (incl.) [GeV] > 1600 2000 2600 1200 1800 2200 2600

Targeted signal g̃g̃, g̃! qq̄W�̃0
1 and q̃q̃, q̃! qW�̃0

1

Requirement Signal Region
Me↵-2jB-1600 Me↵-2jB-2400

Emiss
T [GeV] > 250

pT(Large-R j1) [GeV] > 200
pT(Large-R j2) [GeV] > 200
m(Large-R j1) [GeV] [60,110]
m(Large-R j2) [GeV] [60,110]
��(jet1,2,(3), ~Emiss

T )min > 0.6
��(jeti>3, ~Emiss

T )min > 0.4
Emiss

T /
p

HT [GeV1/2] > 20
me↵ (incl.) [GeV] > 1600 2400

Table 2: Selection criteria and targeted signal model from Fig. 1 used to define signal regions in the Me↵-based
search, indicated by the prefix ‘Me↵’. The first block of SRs targets Fig. 1 (a), the second block of SRs targets
Fig. 1 (d). The third and fourth blocks of SRs targets Fig. 1 (b) and (e). Each SR is labelled with the inclusive jet
multiplicity considered (‘2j’, ‘3j’ etc.) together with the degree of background rejection. The latter is denoted by
the value corresponding to the me↵ cut. The Emiss

T /me↵(Nj) cut in any Nj-jet channel uses a value of me↵ constructed
from only the leading Nj jets (me↵(Nj)). However, the final me↵(incl.) selection, which is used to define the signal
regions, includes all jets with pT > 50 GeV. Large-radius re-clustered jets are denoted as Large-R j.
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Signal Region [Me↵-] 2j-1200 2j-1600 2j-2000 2j-2400 2j-2800 2j-3600 2j-B1600 2j-B2400
MC expected events

Diboson 28.17 14.37 7.02 3.09 0.86 0.18 2.94 0.53
Z/�⇤+jets 346.37 140.61 54.13 24.23 10.22 2.28 13.84 2.45
W+jets 142.39 47.49 18.33 8.23 3.37 1.11 5.16 0.71
tt̄(+EW) + single top 21.40 5.84 2.54 1.13 0.32 0.04 0.86 0.10

Fitted background events
Diboson 28 ± 4 14.4 ± 2.3 7.0 ± 1.1 3.1 ± 0.5 0.86 ± 0.17 0.18 ± 0.07 2.9 ± 0.7 0.53 ± 0.1
Z/�⇤+jets 337 ± 19 141 ± 10 61 ± 8 26.8 ± 3.1 11.4 ± 1.4 2.7 ± 0.7 12.3 ± 1.8 2.7 ± 0.5
W+jets 136 ± 24 57 ± 16 19 ± 5 9.4 ± 2.6 3.1 ± 1.1 0.4 ± 0.31 4.8 ± 2.8 0.6 ± 0.6
tt̄(+EW) + single top 15 ± 4 3.1 ± 1.7 1.34 ± 1.0 0.4 ± 0.4 0.18 ± 0.15 0.04 ± 0.04 0.5 ± 0.5 0.05+0.57

�0.05
Multi-jet 1.8 ± 1.8 0.34 ± 0.34 – – – – – –
Total bkg 517 ± 31 216 ± 18 88 ± 9 40 ± 4 15.5 ± 1.9 3.3 ± 0.8 21 ± 4 3.9 ± 1.0
Observed 582 204 70 33 17 5 23 2
h✏�i95

obs [fb] 3.6 1.00 0.42 0.30 0.32 0.20 0.42 0.11
S 95

obs 131 36 15 11 11 7.1 15.1 4.1
S 95

exp 78+33
�21 43+17

�12 24+10
�6 15+7

�4 10+4
�3 5.4+2.0

�1.5 13+5
�3 5.0+2.3

�1.1
p0 (Z) 0.06 (1.53) 0.50 (0.00) 0.50 (0.00) 0.50 (0.00) 0.33 (0.43) 0.19 (0.87) 0.37 (0.34) 0.50 (0.00)

Signal Region [Me↵-] 2j-2100 3j-1300 4j-1000 4j-1400 4j-1800 4j-2200 4j-2600 4j-3000
MC expected events

Diboson 12.87 34.43 6.56 13.18 4.40 2.14 0.35 0.06
Z/�⇤+jets 115.70 265.30 59.58 99.18 32.76 11.95 4.05 1.34
W+jets 33.90 105.92 28.91 51.75 14.57 4.49 1.66 0.61
tt̄(+EW) + single top 4.96 36.08 42.86 41.67 7.64 1.71 0.63 0.21

Fitted background events
Diboson 13 ± 5 34 ± 6 6.6 ± 1.2 13.2 ± 2.2 4.4 ± 0.9 2.1 ± 0.5 0.35 ± 0.08 0.06 ± 0.03
Z/�⇤+jets 97 ± 8 218 ± 20 52 ± 7 82 ± 9 23 ± 4 9.6 ± 1.9 2.1 ± 0.7 1.1 ± 0.5
W+jets 30 ± 9 96 ± 18 22 ± 7 39 ± 9 11 ± 5 2.74 ± 1.0 1.5 ± 0.9 0.43 ± 0.33
tt̄(+EW) + single top 2.8 ± 1.6 28 ± 10 39 ± 7 33 ± 10 4.7 ± 3.2 0.9 ± 0.5 0.12+0.15

�0.12 0.11 ± 0.1
Multi-jet 0.15 ± 0.15 0.79+0.80

�0.79 0.20 ± 0.20 0.4 ± 0.4 – – – –
Total bkg 143 ± 13 378 ± 28 120 ± 11 169 ± 15 43 ± 6 15.4 ± 2.2 4.0 ± 1.2 1.8 ± 0.6
Observed 180 405 135 179 53 23 4 2
h✏�i95

obs [fb] 2.0 2.5 1.3 1.5 0.85 0.47 0.17 0.12
S 95

obs 70 91 47 55 31 17 6.1 4.4
S 95

exp 37+14
�9 69+27

�17 36 ± 10 40+16
�9 21+8

�5 10+5
�3 6.0+2.0

�1.8 4.3+1.7
�1.0

p0 (Z) 0.02 (2.14) 0.20 (0.85) 0.13 (1.13) 0.11 (1.24) 0.07 (1.45) 0.07 (1.45) 0.50 (0.00) 0.44 (0.14)

Signal Region [Me↵-] 5j-1600 5j-1700 5j-2000 5j-2600 6j-1200 6j-1800 6j-2200 6j-2600
MC expected events

Diboson 10.29 5.61 6.59 0.73 19.00 0.15 0.26 0.09
Z/�⇤+jets 55.12 30.42 49.38 7.32 103.92 3.29 1.26 0.76
W+jets 41.39 15.21 18.42 2.60 78.02 2.15 0.70 0.47
tt̄(+EW) + single top 44.63 11.71 9.77 0.75 139.99 4.31 0.61 0.36

Fitted background events
Diboson 10.3 ± 1.8 5.61 ± 1.0 6.6 ± 1.2 0.73 ± 0.13 19.0 ± 3.2 0.15 ± 0.11 0.26 ± 0.07 0.09+0.11

�0.09
Z/�⇤+jets 40 ± 5 20 ± 4 34 ± 6 4.2 ± 1.3 58 ± 10 0.9 ± 0.5 0.8 ± 0.4 0.35 ± 0.22
W+jets 23 ± 7 6.7 ± 2.4 11.6 ± 3.1 0.32+0.41

�0.32 41 ± 20 0.36+0.59
�0.36 0.12+0.18

�0.12 0.19+0.27
�0.19

tt̄(+EW) + single top 42 ± 11 7.2 ± 2.5 5.9 ± 2.3 0.5 ± 0.5 130 ± 23 1.6 ± 1.2 0.35 ± 0.24 0.22+0.39
�0.22

Multi-jet 4 ± 4 – – – 0.72 ± 0.72 – – –
Total bkg 119 ± 12 39 ± 5 58 ± 7 5.7 ± 1.3 249 ± 30 3.0 ± 1.3 1.6 ± 0.5 0.8 ± 0.6
Observed 122 45 52 10 250 9 3 1
h✏�i95

obs [fb] 1.03 0.60 0.48 0.30 2.1 0.35 0.16 0.11
S 95

obs 37 22 17 10.7 74 13 5.6 4.1
S 95

exp 35+12
�11 17+7

�5 20+8
�5 7.1+2.9

�2.1 61+23
�14 8.7+2.8

�1.8 4.2+1.5
�0.6 3.5+1.5

�0.2
p0 (Z) 0.35 (0.37) 0.22 (0.78) 0.50 (0.00) 0.10 (1.25) 0.50 (0.00) 0.08 (1.43) 0.16 (1.00) 0.19 (0.89)

Table 5: Numbers of events observed in the signal regions used in the Me↵-based analysis compared with back-
ground expectations obtained from the fits described in the text using pp collision data at

p
s = 13 TeV correspond-

ing to an integrated luminosity of 36.1 fb�1. Empty cells (indicated by a ‘-’) correspond to estimates lower than
0.01. The p-values (p0) give the probabilities of the observations being consistent with the estimated backgrounds.
For an observed number of events lower than expected, the p-value is truncated at 0.5. Between parentheses, p-
values are also given as the number of equivalent Gaussian standard deviations (Z). Also shown are 95% CL upper
limits on the visible cross-section (h✏�i95

obs), the visible number of signal events (S 95
obs ) and the number of signal

events (S 95
exp) given the expected number of background events (and ±1� excursions of the expectation).
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Adding in ATLAS

Adding in ATLAS improves the local significance to over 3sigma! 

(Best point has 3.5sigma!)
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Dijet resonances

Dijet resonances are an important correlated signature of the model.

Details are model dependent...
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Dijet resonances
ATLAS and CMS both presented dijet resonance searches at Moriond. 
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Figure 3: The 95% CL upper limits obtained from the dijet invariant mass (mj j) distribution on cross-section times
acceptance times branching ratio to two jets, � ⇥ A ⇥ BR, for the models described in the text. Clockwise from
top left: q⇤, quantum black holes with n = 6 generated with BlackMax, W 0, and W⇤ where the first three use the
nominal selection and the last uses the widened |y⇤| < 1.2 selection. The numerical values of the observed and
expected limits are summarized in Table 2.

14

ATLAS doesn’t go below 1.5 TeV.  

Their low mass analysis hasn’t 
been updated since 3/fb.



Dijet resonances
ATLAS and CMS both presented dijet resonance searches at Moriond. 
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Figure 2: The observed 95% CL upper limits on the product of the cross section, branching
fraction, and acceptance for dijet resonances decaying to quark-quark (top left), quark-gluon
(top right), gluon-gluon (bottom left), and for RS gravitons (bottom right). The correspond-
ing expected limits (dashed) and their variations at the 1 and 2 standard deviation levels
(shaded bands) are also shown. Limits are compared to predicted cross sections for string
resonances [20, 21], excited quarks [26, 27], axigluons [23], colorons [25], scalar diquarks [22],
color-octet scalars [28], new gauge bosons W0 and Z0 with SM-like couplings [29], dark matter
mediators for mDM = 1 GeV [30, 31], and RS gravitons [32].

CMS covers the region 
below 1.6 TeV using a 
novel technique based 
on “scouting” data. 
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They see a ~2 sigma wiggle 
in the right place!

CMS covers the region 
below 1.6 TeV using a 
novel technique based 
on “scouting” data. 



Dijet resonances
Unfortunately, CMS did not provide enough information for us to compute the 
statistical significance and add it to those from the jets+MET searches. 
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Figure 1: Dijet mass spectra (points) compared to a fitted parameterization of the background
(solid curve) for the low-mass search (left) and the high-mass search (right). The lower panel
in each plot shows the difference between the data and the fitted parametrization, divided by
the statistical uncertainty of the data. Examples of predicted signals from narrow gluon-gluon,
quark-gluon, and quark-quark resonances are shown with cross sections equal to the observed
upper limits at 95% CL.

Figure 1 shows the dijet mass spectra, defined as the observed number of events in each bin
divided by the integrated luminosity and the bin width, with predefined bins of width corre-
sponding to the dijet mass resolution [16]. The dijet mass spectrum for the high-mass search is
fit with the parameterization

ds

dmjj
=

P0(1 � x)P1

xP2+P3 ln (x)
, (1)

where x = mjj/
p

s and P0, P1, P2, and P3 are four free parameters, and the chi-squared per
number of degrees of freedom of the fit is c2/NDF = 38.9/39. The functional form in Eq. (1)
was also used in previous searches [4, 6–17, 43] to describe the data. For the low-mass search
the functional form in Eq. (1) gave a poor fit to the data, c2/NDF = 27.9/21, so we used the
following parameterization which includes one additional parameter P4 to fit the dijet mass
spectrum:

ds

dmjj
=

P0(1 � x)P1

xP2+P3 ln (x)+P4 ln (x)2 (2)

Equation (2) gave a good fit to the low-mass data, c2/NDF = 20.3/20. A Fisher F-test with a
size a = 0.05 [44] was used to confirm that no additional parameters are needed to model these
distributions, i.e. in the low-mass search including an additional term P5 ln (x)3 in Eq.( 2) gave
a similar fit to the low-mass data, c2/NDF = 20.1/19, and was rejected by the Fisher F-test. In
Fig. 1 we show the result of binned maximum likelihood fits, performed independently for the
low-mass and high-mass searches. The dijet mass spectra are well modeled by the background
fits. The lower panels of Fig. 1 shows the pulls of the fit, which are the bin-by-bin differences
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Figure 1 shows the dijet mass spectra, defined as the observed number of events in each bin
divided by the integrated luminosity and the bin width, with predefined bins of width corre-
sponding to the dijet mass resolution [16]. The dijet mass spectrum for the high-mass search is
fit with the parameterization
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, (1)

where x = mjj/
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s and P0, P1, P2, and P3 are four free parameters, and the chi-squared per
number of degrees of freedom of the fit is c2/NDF = 38.9/39. The functional form in Eq. (1)
was also used in previous searches [4, 6–17, 43] to describe the data. For the low-mass search
the functional form in Eq. (1) gave a poor fit to the data, c2/NDF = 27.9/21, so we used the
following parameterization which includes one additional parameter P4 to fit the dijet mass
spectrum:

ds

dmjj
=

P0(1 � x)P1

xP2+P3 ln (x)+P4 ln (x)2 (2)

Equation (2) gave a good fit to the low-mass data, c2/NDF = 20.3/20. A Fisher F-test with a
size a = 0.05 [44] was used to confirm that no additional parameters are needed to model these
distributions, i.e. in the low-mass search including an additional term P5 ln (x)3 in Eq.( 2) gave
a similar fit to the low-mass data, c2/NDF = 20.1/19, and was rejected by the Fisher F-test. In
Fig. 1 we show the result of binned maximum likelihood fits, performed independently for the
low-mass and high-mass searches. The dijet mass spectra are well modeled by the background
fits. The lower panels of Fig. 1 shows the pulls of the fit, which are the bin-by-bin differences
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Figure 1: Dijet mass spectra (points) compared to a fitted parameterization of the background
(solid curve) for the low-mass search (left) and the high-mass search (right). The lower panel
in each plot shows the difference between the data and the fitted parametrization, divided by
the statistical uncertainty of the data. Examples of predicted signals from narrow gluon-gluon,
quark-gluon, and quark-quark resonances are shown with cross sections equal to the observed
upper limits at 95% CL.

Figure 1 shows the dijet mass spectra, defined as the observed number of events in each bin
divided by the integrated luminosity and the bin width, with predefined bins of width corre-
sponding to the dijet mass resolution [16]. The dijet mass spectrum for the high-mass search is
fit with the parameterization

ds

dmjj
=

P0(1 � x)P1

xP2+P3 ln (x)
, (1)

where x = mjj/
p

s and P0, P1, P2, and P3 are four free parameters, and the chi-squared per
number of degrees of freedom of the fit is c2/NDF = 38.9/39. The functional form in Eq. (1)
was also used in previous searches [4, 6–17, 43] to describe the data. For the low-mass search
the functional form in Eq. (1) gave a poor fit to the data, c2/NDF = 27.9/21, so we used the
following parameterization which includes one additional parameter P4 to fit the dijet mass
spectrum:

ds

dmjj
=

P0(1 � x)P1

xP2+P3 ln (x)+P4 ln (x)2 (2)

Equation (2) gave a good fit to the low-mass data, c2/NDF = 20.3/20. A Fisher F-test with a
size a = 0.05 [44] was used to confirm that no additional parameters are needed to model these
distributions, i.e. in the low-mass search including an additional term P5 ln (x)3 in Eq.( 2) gave
a similar fit to the low-mass data, c2/NDF = 20.1/19, and was rejected by the Fisher F-test. In
Fig. 1 we show the result of binned maximum likelihood fits, performed independently for the
low-mass and high-mass searches. The dijet mass spectra are well modeled by the background
fits. The lower panels of Fig. 1 shows the pulls of the fit, which are the bin-by-bin differences

But one can dream.... 

22+3.52~42



Conclusions

We have performed an unprecedentedly deep dive into the SRs of the CMS 
jets+MET searches. 

Using a simple method of  “rectangular aggregations”, we uncovered a number 
of potentially interesting excesses. 

Exploring the most significant excess (3.5sigma, jets+MT2), we showed on 
model independent grounds that it is incompatible with jets+MHT. 

The next-most-significant excess (3.2sigma, jets+MT2) proved to be very 
compatible with jets+MHT. It was well-fit with a “monosquark” model. It also 
had the potential to explain a ~2sigma wiggle in the CMS dijet resonance 
search.



Outlook

This is just the tip of the iceberg! There are several other excesses to explore in 
CMS jets+MET, and probably many more in the countless other searches for 
new physics.

In an era where the data doubling time will stretch to years, these excesses will 
stick around much longer. Simply waiting for more data becomes a less and less 
viable option.

The official propaganda plots based on a handful of simplified models just don’t 
do justice to the richness and complexity of the data.

This could be LEE...or one of these excesses may turn out to be real. Do you 
want to be first or last?



Suggestions for experimentalists

Very useful (essential) information all analyses should provide to theorists:

• error correlation matrices

• digitized tables of the 100+ SRs in each search 

• detailed cutflows and histograms for sample signal points

• enough information to calculate significance and fit models 
(CMS dijets, I’m looking at YOU)

• ....

It’s important to explore many more simplified models, not necessarily MSSM 
inspired, in order to fully map out all the SRs of the CMS searches.

ATLAS should really consider adopting the CMS approach of fine binning and 
look at lower pTs. They are missing a lot!





Are there hints for new physics 
in the Moriond data?



Are there hints for new physics 
in the Moriond data?

Definitely maybe!



Thanks for your attention!



Backup material



Comment on matching

Unfortunately, Pythia8 has a bug in color flow through the UDD vertex that 
prevents us from producing matched samples of the monosquark model. We are 
in touch with the Pythia authors to address this. 

But we checked that matching has a very minor effect in an analogous “sgluon” 
model (qqbar -> G -> g + chi).

Figure 6: Normalized histograms of events with a single scalar gluon, decaying both with (solid) and

without (dashed) matching to one jet, decaying to a gluon and an invisible scalar � as a function of

sgluon and � masses mG and m�, passing the CMS-16-036 preselection cuts. Shown are the number of

jets Nj (upper left), Emiss
T (upper right), HT (center left), MT2 (center right), leading and subleading

jet pT (lower left), and the ratio of subleading to leading jet pT (lower right) for a parameter point that

is 3� preferred (mG = 1200, m� = 800, blue) and a parameter point that has no preference for signal

(mG = 300, m� = 100, red).
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Comment about matching

Figure 7: Log-likelihood preference for production of a single scalar gluon both with and without

matching to one jet, decaying to a gluon and an invisible scalar � as a function of sgluon and � masses

mG and m� in the CMS-16-033 (upper left), CMS-16-036 (upper center), and ATLAS 2017-022 (upper

right) analyses. Lower row shows the combined log-likelihoods for ATLAS 2017-022 combined with

CMS-16-033 (lower left) or CMS-16-036 (lower right). Log-likelihood is shown in red, the contours

indicate the 1, 2, and 3� regions, and the dark shaded regions indicate regions where the best fit region

of the indicated analysis are excluded at 95% CL by another search.16
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Effect of correlations

Consider the second most significant aggregation in 036. This is being driven by 
SRs 1,13

Without correlations, this is only 1.7 sigma. 

With correlations it becomes 2.7 sigma!

Not every search provides a covariance matrix. These are essential, and all 
searches should provide them!!
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CMS jets+MET searches

033 uses MHT -- negative vector sum of all jets in the event

036 uses MT2 (Lester & Summers 9906349): First cluster all jets into two 
hemispherical pseudojets, then compute, assuming massless invisible particles 

Key observation: when only two jets in the event, MT2 given by a simple 
analytical formula (Lester, 1103.5682): 

So MT2 in this analysis always obeys an inequality

2 3 Event selection and Monte Carlo simulation

processes or anomalous noise in the calorimeter are rejected using dedicated filters [27, 28].
For events with at least two jets, we start with the pair having the largest dijet invariant mass
and iteratively cluster all selected jets using a hemisphere algorithm that minimizes the Lund
distance measure [29, 30] until two stable pseudo-jets are obtained. The resulting pseudo-jets
together with the ~pmiss

T are used to calculate the kinematic variable MT2 as:

MT2 = min
~p miss

T
X(1)+~p miss

T
X(2)=~p miss

T

h
max

⇣
M(1)

T , M(2)
T

⌘i
, (1)

where ~pmiss
T

X(i) (i = 1,2) are trial vectors obtained by decomposing ~pmiss
T , and M(i)

T are the trans-
verse masses obtained by pairing any of these trial vectors with one of the two pseudojets. The
minimization is performed over all trial momenta satisfying the ~pmiss

T constraint. The back-
ground from QCD multijet events (discussed in Sec. 4) is characterized by small values of MT2,
while larger MT2 values are obtained in processes with significant, genuine ~pmiss

T .

Table 1: Summary of reconstruction objects and event preselection. Here R is the distance
parameter of the anti-kT algorithm. For veto leptons and tracks, the transverse mass MT is
determined using the veto object and the ~pmiss

T , while psum
T denotes the sum of the transverse

momenta of all the PF candidates in a cone around the lepton or track. The size of the cone, in
units of DR ⌘

p
(Df)2 + (Dh)2 is given in the table. Further details of the lepton selection are

described in Ref. [6]. The ith highest-pT jet is denoted as ji.

Trigger
pmiss

T > 120 GeV and Hmiss
T > 120 GeV or

HT > 300 GeV and pmiss
T > 110 GeV or

HT > 900 GeV or jet pT > 450 GeV

Jet selection R = 0.4, pT > 30 GeV, |h| < 2.4

b tag selection pT > 20 GeV, |h| < 2.4

pmiss
T

pmiss
T > 250 GeV for HT < 1000 GeV, else pmiss

T > 30 GeV

Dfmin = Df
�

pmiss
T , j1,2,3,4

�
> 0.3

|~pmiss
T � ~Hmiss

T |/pmiss
T < 0.5

MT2 MT2 > 200 GeV for HT < 1500 GeV, else MT2 > 400 GeV

Veto muon pT > 10 GeV, |h| < 2.4, psum
T < 0.2 plep

T or

pT > 5 GeV, |h| < 2.4, MT < 100 GeV, psum
T < 0.2 plep

T

Veto electron pT > 10 GeV, |h| < 2.4, psum
T < 0.1 plep

T or

pT > 5 GeV, |h| < 2.4, MT < 100 GeV, psum
T < 0.2 plep

T

Veto track pT > 10 GeV, |h| < 2.4, MT < 100 GeV, psum
T < 0.1 ptrack

T

psum
T cone Veto e or µ: DR = min(0.2, max(10 GeV/plep

T , 0.05))

Veto track: DR = 0.3

Collision events are selected using triggers with requirements on HT, pmiss
T , Hmiss

T , and jet pT.
The combined trigger efficiency, as measured in a data sample of events with an isolated elec-
tron, is found to be >98% across the full kinematic range of the search. To suppress background

M2
T2 = 2(pT1pT2 + ~pT1 · ~pT2)

M2
T2  MHT 2 = (~pT1 + ~pT2)

2 = p2T1 + p2T2 + 2~pT1 · ~pT2



Let’s consider the most significant RA in our list: 3.5 sigma from 036, 
corresponding to 1000<HT<1500; Nj=2,3; Nb=0,1; MT2>400.

It’s driven largely by just two SRs (3 sigma):

Using our MT2<MHT inequality, we can map these onto the following SRs of 
033:

There’s nothing going on here. In fact, any signal that would explain all of 036 is 
ruled out by 033 at the 95% CL!

Most significant RA
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Second most significant RA

Let’s move on to the next most significant RA: 3.26 sigma also from 036, 
corresponding to Nj=1-3; Nb=0-1; 250<HT<450; 200<MT2<300

This is driven largely by these two SRs (2.74 sigma):

These map onto these SRs of 033:

These are also 2.6 sigma significant! Very compatible!

(Note, 033 lacks the Nj=1 bins.)
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Distinctive jet pT distributions

Figure 3: Normalized histograms of events with a single R-parity violating squark, decaying to a

quark and a neutralino, passing the CMS-16-036 preselection cuts. Shown are the number of jets Nj

(upper left), Emiss
T (upper right), HT (center left), MT2 (center right), leading and subleading jet pT

(lower left), and the ratio of subleading to leading jet pT (lower right) for a parameter point that is

3� preferred (mq̃ = 1200, m�̃ = 800, blue) and a parameter point that has no preference for signal

(mq̃ = 300, m�̃ = 100, red).
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