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Figure 3 | Upper limits on the spin-dependentWIMP–neutron scattering
cross-section set by di�erent xenon-based experiments. Limit curves from
LUX62 and PandaX-II63.
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Figure 4 | The projected sensitivity (dashed curves) on the
spin-independentWIMP–nucleon cross-sections of a selected number of
upcoming and planned direct detection experiments, including
XENON1T34, PandaX-4T, XENONnT34, LZ35, DARWIN36 or PandaX-30T,
and SuperCDMS56. Currently leading limits in Fig. 1 (see legend), the
neutrino ‘floor’20, and the post-LHC-Run1 minimal-SUSY allowed
contours21 are overlaid in solid curves for comparison. The di�erent
crossings of the experimental sensitivities and the neutrino floor at around
a few GeV/c2 are primarily due to di�erent threshold assumptions.

cross checks from indirect and collider searches (for example, see
SUSY contours from Figs 1 and 4). This calls strongly for a world-
wide multi-faceted programme for dark matter detection. Finally,
one cannot ignore the importance of those null searches which
have been setting tighter constraints to many theoretical models,

and which may eventually direct us on a completely di�erent path
towards understanding this mysterious component of our Universe.
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(not shown: latest Xe100 (1609.06154) and XENON1T (1705.06655) results)
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Inelastic DM
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(target-dependent) minimum velocity required to scatter
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Inelastic DM

popularized to reconcile DAMA with CDMS (2001-) 
required δ ~ 100 keV for mχ ∼ 100 GeV

forgetting DAMA, range of δ is wide open

for canonical DM velocity distribution, available KE ≲ 650 keV



Inelastic DM: inelastic DM poster child

(nearly) pure Higgsinos:
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Inelastic DM: inelastic DM poster child

bosons in the minimal supersymmetric standard model (MSSM), see e.g. [42, 43]. The electrically-
neutral component of the Higgsino doublets have the same quantum numbers as, and therefore mix
with, other MSSM fermions, such as the singlet bino and SM weak triplet wino. If the wino or
bino masses are much heavier than the Higgsino, as is the case in some “split” supersymmetric
models [44,45], the mass splitting between Higgsino states can be small enough that Higgsinos could
be found in high recoil data already collected at direct detection experiments.

After electroweak symmetry breaking, the Higgsino dark matter sector is composed of two neutral
Majorana fermions (X1, X2) with inter-state mass splitting:

�H̃ ' m2
Z

⇣sin2 ✓W
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⌘
+O
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1,2

⌘
=

8
<

:
192 keV

⇣
107 GeV

M
1

⌘
M2 � M1 � µ

640 keV
⇣
107 GeV

M
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where M1, M2, and µ are the bino, wino, and Higgsino mass term, respectively and µ ⇠ mX
1

,mX
2

in the parameter space of interest. Additionally, lest the reader think that narrow splittings for
Higgsinos only occur in “split” supersymmetry models, from the form of Eq. (15) it is clear that it
is possible to achieve a (fine-tuned) small splitting even if µ ⇠ M1 ⇠ M2, provided M1 and M2 have
opposite sign. The details of how the narrow splitting between the lightest two neutralinos arises
will not concern the remainder of this discussion.

• Relic Abundance: The relic abundance of neutralinos has been studied extensively. For
simplicity, we will assume a spectrum where all superpartners other than the Higgsinos are
decoupled to the point that the inter-Higgsino splitting shrinks to O(100 keV). In this limit,
the contribution to the energy density fraction of the universe from the Higgsinos is [43]

⌦h2 = 0.10
⇣ µ

1TeV

⌘2
. (16)

The correct abundance therefore requires Higgsinos masses of ⇠ 1.1 TeV, which we will use
throughout this section.

• Cross section: Higgsinos couple to nuclei via the Z boson, and the dark matter-nucleus cross-
section in this case can be parameterized in terms of the Fermi coupling GF and the DM-nucleus
reduced mass µN ,

�H̃
NX =

G2
Fµ

2
N

8⇡

�
A� [2� 4s2W]Z

�2
, (17)

where, matching to Eq. 12, the e↵ective per-nucleon cross-section is �n ⇠ 10�39 cm2, with
a precise value that depends upon the nucleus being scattered upon (i.e. the ratio of “A” to
“Z”). In Fig. 5, the cross-sections for Higgsino scattering o↵ nucleons in tungsten and xenon
nuclei are indicated with a horizontal line. Thus, we see that Higgsinos with inelastic mass
splittings up to 220 (300) keV could be excluded with presently available PICO data (analysis
of LUX-PandaX high recoil data). Finally, a future tungsten-based experiment with much
larger exposure than CRESST has the potential to probe Higgsino DM with mass splittings
up to ⇠ 550 keV.

• Loop-level elastic scattering: At the nucleon level, tree-level Z exchange leads to Higgsino
inelastic scattering with a cross section

�H̃
n ⇠ ⇡m2

n ↵
2
W

8m4
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⇥ (velocity factor) ⇠ 10�39 cm2 ⇥ (velocity factor), (18)
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Inelastic DM: inelastic DM poster child

achieve right relic abundance for mH̃ ~1.1 TeV
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Inelastic DM: inelastic DM poster child

achieve right relic abundance for mH̃ ~1.1 TeV
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The correct abundance therefore requires Higgsinos masses of ⇠ 1.1 TeV, which we will use
throughout this section.
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a precise value that depends upon the nucleus being scattered upon (i.e. the ratio of “A” to
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splittings up to 220 (300) keV could be excluded with presently available PICO data (analysis
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FIG. 2: SI cross sections for low-velocity scattering on
the proton as a function of mh, for the pure cases indi-
cated. Here and in the plots below, dark (light) bands
represent 1� uncertainty from pQCD (hadronic inputs).
The vertical band indicates the physical value of mh.

tainty from pQCD (hadronic inputs). Subleading cor-
rections in ratiosmb/mW and ⇤QCD/mc are expected
to be within this error budget. Stronger cancellation
between spin-0 and spin-2 amplitudes in the doublet
case implies a smaller cross section,

�D
SI . 10�48 cm2 (95%C.L.) . (5)

We may also evaluate matrix elements in the nf =
4 flavor theory. Figure 3 shows the results as a func-
tion of the charm scalar matrix element. Cancella-
tion for the doublet is strongest near matrix element
values estimated from pQCD. Direct determination
of this matrix element could make the di↵erence be-
tween a prediction and an upper bound for this (al-
beit small) cross section.

Previous computations of WIMP-nucleon scatter-
ing have focused on a di↵erent mass regime where
other degrees of freedom are relevant [14], or have

neglected the contribution c(2)g from spin-2 gluon op-
erators [2]. For pure states, this would lead to an
O(20%) shift in the spin-2 amplitude [25], with an
underestimation of the perturbative uncertainty by
O(70%). Due to amplitude cancellations, the result-
ing e↵ect on the cross sections in Fig. 2 ranges from
a factor of a few to an order of magnitude.

Mixed-state cross sections. Mixing with an ad-
ditional heavy electroweak multiplet (of mass M 0)
can allow for tree-level Higgs exchange, but with
coupling that may be suppressed by the mass split-
ting � ⌘ (M 0 � M)/2. We systematically analyze
the resulting interplay of mass-suppressed and loop-
suppressed contributions through an EFT analysis in
the regime mW , |�| ⌧ M,M 0.

Consider a mixture of Majorana SU(2)W singlet
of Y = 0 and Dirac SU(2)W doublet of Y = 1

2 , with
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FIG. 3: SI cross sections for low-velocity scattering on
the proton, evaluated in the nf = 4 flavor theory as a
function of the charm scalar matrix element, for the pure
cases indicated. The pink region corresponds to charm
content estimated from pQCD [9]. The region between
orange (black) dashed lines correspond to direct lattice
determinations in [12] ([13]).

respective masses MS and MD. The heavy-particle
lagrangian is given by (1), where hv = (hS , hD1 , hD2)
is a quintuplet of self-conjugate fields. The gauge
couplings are given in terms of Pauli matrices ⌧a,
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The couplings to the Higgs field and residual mass
matrix are respectively given by

f(H) =
g21p

2

0

B@
0 HT iHT

H 02 02

iH 02 02

1

CA+

"
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#
+ h.c. ,

�m = diag(MS ,MD14)�Mref15 , (7)

where Mref is a reference mass that may be conve-
niently chosen. Upon accounting for masses induced
by EWSB, we may present the lagrangian in terms of
mass eigenstate fields and derive the complete set of
heavy-particle Feynman rules; e.g., the Higgs-WIMP
vertex is given by ig22/

p
2 + (�/2mW )2 �̄v�vh0

with  ⌘
p
2
1 + 2

2 and � ⌘ (MS�MD)/2. We may
also consider a mixture of Majorana SU(2)W triplet
of Y = 0 and Dirac SU(2)W doublet of Y = 1

2 . Ex-
plicit details for the construction of the EFT for these
heavy admixtures can be found in [4].
Upon performing weak-scale matching [4] and map-

ping to a low-energy theory for evaluation of matrix
elements [5], we obtain the results pictured in Fig. 4.
For weakly coupled WIMPs, we consider  . 1. The
presence of a scale separation M,M 0 � mW , im-
plies that the partner state contributes at leading

Hill, Solon  1309.4092

Cancellation with Higgs exchange with mh = 125 GeV leads to a 
highly suppressed spin-independent elastic scattering rate for Higgsinos

Higgsino

wino
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further suppressed by accidental cancellations
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TABLE I. Predicted background rates in the fiducial volume
(0.9–5.3 keVee) [31]. We show contributions from the �-
rays of detector components (including those cosmogenically
activated), the time-weighted contribution of activated
xenon, 222Rn (best estimate 0.2 mDRUee from 222Rn chain
measurements) and 85Kr. The errors shown are both
from simulation statistics and those derived from the rate
measurements of time-dependent backgrounds. 1 mDRUee is
10�3 events/keVee/kg/day.

Source Background rate, mDRUee

�-rays 1.8± 0.2stat ± 0.3sys
127Xe 0.5± 0.02stat ± 0.1sys
214Pb 0.11–0.22 (90% C. L.)
85Kr 0.13± 0.07sys

Total predicted 2.6± 0.2stat ± 0.4sys
Total observed 3.6± 0.3stat

distribution [31], and the expectations based on the
screening results and the independent assay of the
natural Kr concentration of 3.5 ± 1 ppt (g/g) in the
xenon gas [36] where we assume an isotopic abundance
of 85Kr/natKr ⇠ 2 ⇥ 10�11 [31, 34]. Isotopes created
through cosmogenic production were also considered,
including measured levels of 60Co in Cu components.
In situ measurements determined additional intrinsic
background levels in xenon from 214Pb (from the 222Rn
decay chain) [32], and cosmogenically-produced 127Xe
(T

1/2 = 36.4 days), 129mXe (T
1/2 = 8.9 days), and

131mXe (T
1/2 = 11.9 days). The rate from 127Xe in the

WIMP search energy window is estimated to decay from
0.87 mDRU

ee

at the start of the WIMP search dataset
to 0.28 mDRU

ee

at the end, with late-time background
measurements being consistent with those originating
primarily from the long-lived radioisotopes.

The neutron background in LUX is predicted from
detailed detector BG simulations to produce 0.06 single
scatters with S1 between 2 and 30 phe in the 85.3 live-
day dataset. This was considered too low to include in
the PLR. The value was constrained by multiple-scatter
analysis in the data, with a conservative 90% upper C.L.
placed on the number of expected neutron single scatters
of 0.37 events.

We observed 160 events between 2 and 30 phe (S1)
within the fiducial volume in 85.3 live-days of search
data (shown in Fig. 4), with all observed events being
consistent with the predicted background of electron
recoils. The average discrimination (with 50% NR
acceptance) for S1 from 2-30 phe is 99.6 ± 0.1%, hence
0.64 ± 0.16 events from ER leakage are expected below
the NR mean, for the search dataset. The spatial
distribution of the events matches that expected from the
ER backgrounds in full detector simulations. We select
the upper bound of 30 phe (S1) for the signal estimation
analysis to avoid additional background from the 5 keV

ee

x-ray from 127Xe.
Confidence intervals on the spin-independent WIMP-

nucleon cross section are set using a profile likelihood
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FIG. 4. The LUX WIMP signal region. Events in the
118 kg fiducial volume during the 85.3 live-day exposure are
shown. Lines as shown in Fig. 3, with vertical dashed cyan
lines showing the 2-30 phe range used for the signal estimation
analysis.

ratio (PLR) test statistic [37], exploiting the separation
of signal and background distributions in four physical
quantities: radius, depth, light (S1), and charge (S2).
The fit is made over the parameter of interest plus
three Gaussian-constrained nuisance parameters which
encode uncertainty in the rates of 127Xe, �-rays from
internal components and the combination of 214Pb and
85Kr. The distributions, in the observed quantities, of
the four model components are as described above and
do not vary in the fit: with the non-uniform spatial
distributions of �-ray backgrounds and x-ray lines from
127Xe obtained from energy-deposition simulations [31].
The PLR operates within the fiducial region but the
spatial background models were validated using data
from outside the fiducial volume.

The energy spectrum of WIMP-nucleus recoils is
modeled using a standard isothermal Maxwellian velocity
distribution [38], with v

0

= 220 km/s; v
esc

= 544 km/s;
⇢

0

= 0.3 GeV/cm3; average Earth velocity of 245 km s�1,
and Helm form factor [39, 40]. We conservatively
model no signal below 3.0 keV

nr

(the lowest energy for
which a direct light yield measurement exists [30, 41],
whereas indirect evidence of charge yield exists down
to 1 keV

nr

[42]). We do not profile the uncertainties
in NR yield, assuming a model which provides excellent
agreement with LUX data (Fig. 1 and Fig. 6), in addition
to being conservative compared to past works [23]. We
also do not account for uncertainties in astrophysical
parameters, which are beyond the scope of this work (but
are discussed in [43]). Signal models in S1 and S2 are
obtained for each WIMP mass from full simulations.

The observed PLR for zero signal is entirely consistent
with its simulated distribution, giving a p-value for the
background-only hypothesis of 0.35. The 90% C. L.
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blinding cut. The ellipsoidal shape was optimized on ER
calibration data, also taking into account event leakage
into the signal region. A benchmark WIMP search re-
gion to quantify the background expectation and to be
used for the maximum gap analysis was defined from 6.6-
30.5 keVnr (3-20PE) in energy, by an upper 99.75% ER
rejection line in the discrimination parameter space, and
by the lines corresponding to S2>150 PE and a lower line
at ⇠97% acceptance from neutron calibration data (see
lines in Fig. 2, top).

Both NR and ER interactions contribute to the ex-
pected background for the WIMP search. The first is de-
termined from Monte Carlo simulations, using the mea-
sured intrinsic radioactive contamination of all detector
and shield materials [8] to calculate the neutron back-
ground from (↵, n) and spontaneous fission reactions, as
well as from muons, taking into account the muon energy
and angular dependence at LNGS. The expectation from
these neutron sources is (0.17+0.12

�0.07 ) events for the given
exposure and NR acceptance in the benchmark region.
About 70% of the neutron background is muon-induced.

ER background events originate from radioactivity of
the detector components and from � and � activity of
intrinsic radioactivity in the LXe target, such as 222Rn
and 85Kr. The latter background is most critical since it
cannot be reduced by fiducialization. Hence, for the dark
matter search reported here, a major e↵ort was made to
reduce the 85Kr contamination which a↵ected the sensi-
tivity of the previous search [6]. To estimate the total ER
background from all sources, the 60Co and 232Th calibra-
tion data is used, with >35 times more statistics in the
relevant energy range than in the dark matter data. The
calibration data is scaled to the dark matter exposure by
normalizing it to the number of events seen above the
blinding cut in the energy region of interest. The ma-
jority of ER background events is Gaussian distributed
in the discrimination parameter space, with a few events
leaking anomalously into the NR band. These anoma-
lous events can be due to double scatters with one energy
deposition inside the TPC and another one in a charge
insensitive region, such that the prompt S1 signal from
the two scatters is combined with only one charge signal
S2. Following the observed distribution in the calibration
data, the anomalous leakage events were parametrized by
a constant (exponential) function in the discrimination
parameter (S1 space). The ER background estimate in-
cluding Gaussian and anomalous events is (0.79 ± 0.16)
in the benchmark region, leading to a total background
expectation of (1.0± 0.2) events.

The background model used in the PL analysis em-
ploys the same assumptions and input spectra from MC
and calibration data. Its validity has been confirmed
prior to unblinding on the high-energy sideband and on
the vetoed data from 6.6-43.3 keVnr.

After unblinding, two events were observed in the
benchmark WIMP search region, see Fig. 2. With en-

ergies of 7.1 keVnr (3.3 PE) and 7.8 keVnr (3.8 PE) both
fall into the lowest PE bin used for this analysis. The
waveforms for both events are of high quality and their
S2/S1 value is at the lower edge of the NR band from
neutron calibration. There are no leakage events below
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FIG. 2: (Top) Event distribution in the discrimination param-
eter space log10(S2b/S1), flattened by subtracting the distri-
bution’s mean, as observed after unblinding using all analysis
cuts and a 34 kg fiducial volume (black squares). A lower
analysis threshold of 6.6 keVnr (NR equivalent energy scale) is
employed. The PL analysis uses an upper energy threshold of
43.3 keVnr (3-30 PE) and the benchmark WIMP search region
is limited to 30.5 keVnr (3-20PE). The negligible impact of the
S2>150PE threshold cut is indicated by the dashed-dotted
blue line and the signal region is restricted by a lower bor-
der running along the 97% NR quantile. An additional hard
S2b/S1 discrimination cut at 99.75% ER rejection defines the
benchmark WIMP search region from above (dotted green)
but is only used to cross check the PL inference. The his-
togram in red/gray indicates the NR band from the neutron
calibration. Two events fall into the benchmark region where
(1.0 ± 0.2) are expected from background. (Bottom) Spatial
event distribution inside the TPC using a 6.6-43.3 keVnr en-
ergy window. The 34 kg fiducial volume is indicated by the
red dashed line. Gray points are above the 99.75% rejection
line, black circles fall below.
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bration data sets are dominated by recoils of a particular
nucleus (e.g. iodine in the pion beam data of [25]), they
do contain contributions from all three nuclei. In the
global fit, the size of the contribution from each individ-
ual recoil are allowed to float to minimize sensitivity to a
given dark matter candidate. As an example, the curves
used to determine the sensitivity to a 20 GeV SD WIMP
are shown as the dashed lines in the top panel of Fig. 4.
Since the SD sensitivity mostly arises through fluorine
interactions, our analysis assumes the weakest possible
response for fluorine allowed by the data by maximizing
the contributions from carbon and iodine. The bottom
panel of Fig. 4 shows the curves used to determine sensi-
tivity to a 20 GeV SI WIMP, where the iodine response
is reduced in favor of increased carbon and fluorine re-
sponses.

As 75% of the livetime was accumulated at thresholds
within 20% of 13.6 keV, deviations from the characteris-
tic observed E/E

T

scaling behavior have a small e↵ect on
the final result. To give an extreme example, if all data
taken at E

T

< 13.6 followed the same response function
as that measured at 13.6 keV (i.e. assuming no improve-
ment in sensitivity at the lower Seitz thresholds) and we
scale by E/E

T

for E
T

> 13.6, the final results presented
in Sec. VI for both SI and SD WIMP scattering would be
13% less sensitive for a 100 GeV WIMP mass and 10%
less sensitive for WIMP masses greater than 200 GeV.

IV. BACKGROUND MODELING AND
PREDICTION

Neutrons in the active volume can be produced by
(↵,n) reactions and fission neutrons from radioactivity
in the detector components, by cosmogenic activation,
and by photonuclear interactions. Before installation, all
detector components in proximity to the active volume
were screened for radioactivity, and the results from this
screening are incorporated into a detailed Monte Carlo
simulation of the detector. Neutron production rates and
energy spectra for (↵,n) reactions are evaluated with a
modified version of the SOURCES-4c code [23, 27], where
the contributions to neutron backgrounds primarily come
from alpha decays in the 238U, 232Th and 235U decay
chains. The rate and angular distribution of cosmogenic
neutrons produced in the cavern rock are taken from [28]
and normalized to the muon flux measured by the SNO
experiment [29]. The neutrons are propagated through
the detector using GEANT4 [30] (version 4.10.00p03)
to the target fluid. The predicted number of neutron-
induced single-bubble events during the WIMP search
data is 1.0± 0.3. The simulation returns the same num-
ber of multiple-bubble events as single-bubble events,
and the predicted number of neutron-induced multiple-
bubble events is also 1.0 ± 0.3. The uncertainty on the
prediction arises from a combination of screening uncer-
tainties, (↵,n) cross section uncertainties, and imperfect
knowledge of the material composition of some compo-
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FIG. 4. The best fit iodine (black), fluorine (red), and car-
bon (magenta) e�ciency curves for ET = 13.6 keV data are
shown by the solid lines, and the light blue band shows the
calculated Seitz threshold with the experimental and theoret-
ical uncertainties (the solid curves are the same in both the
top and bottom panels). In the top panel, the dashed lines
show the curves used to determine sensitivity for a 20 GeV
SD WIMP, corresponding to the set of curves with the least
sensitivity to 20 GeV SD WIMP scattering consistent with
the calibration data at 1�, while the dashed lines in the bot-
tom panel show the curves used to determine sensitivity for
a 20 GeV SI WIMP. The onset of nucleation for fluorine and
carbon recoils occurs at energies greater than twice the Seitz
threshold, while the response to iodine is much closer to the
Seitz model.

nents. The leading source of events is cosmogenic neu-
trons produced in the rock and punching through the
water shield, accounting for about 1/3 of the neutron
backgrounds. The remainder come primarily from a com-
bination of (↵,n) sources in acoustic sensor cabling, a set
of thermocouples in the pressure vessel, and the retrore-
flector used for illumination.

We use the Monte Carlo simulations with input from
screening of materials to predict the rate of gamma in-
teractions in the detector from the 238U, 232Th and
235U decay chains, as well as from 40K decays. Previ-
ously we found the nucleation e�ciency for gamma in-
teractions to decrease exponentially with threshold, from
5 ⇥ 10�8 at 7 keV threshold to < 10�9 for thresholds
above 11 keV [10], where the e�ciency is defined as the
fraction of above-threshold interactions of any kind that
nucleate bubbles. This excellent gamma rejection was
confirmed with in situ gamma calibrations and results in
an expectation of fewer than 0.1 electronic recoil nucle-
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Fig. 4 Trigger efficiency (black, left y-axis) as a function of the com-
plete measurement time. Each data point is determined as the fraction
of 0.4 keV heater pulses triggering in the respective time bin. For the
same time bins also the fitted peak positions and the fit errors for Mn
Ka (blue) and Kb (magenta) from the 55Fe-source are drawn (scale
on the right y-axis). Only small deviations from the fitted total mean
values (dashed lines) are observed. The constant spread of the corre-
sponding data (grey points) illustrates a stable line width.

ergies. To prove a stable trigger efficiency over time we pe-
riodically inject low-energy heater pulses (corresponding to
⇠ 0.4 keV). In figure 4 the fraction of these pulses triggering
is shown in black together with statistical (binomial) errors.
The trigger efficiency at 0.4 keV is slightly higher (⇠95 %)
in the final data set compared to the one determined in fig-
ure 1 (⇠90 %). Thus, the value of 307 eV measured for the
threshold energy is conservative.

The high statistics in the 55Fe double-peak allows us to
monitor the accuracy of our energy reconstruction and the
stability of the energy resolution at low energies over time.
In each time bin a combined fit of two Gaussians is per-
formed to extract the reconstructed peak positions of the Ka
(blue) and Kb (magenta) lines (see figure 4). The small vari-
ations of the peak positions show the very stable operation of
the detector. In addition, a scatter plot of the relevant events
(grey dots) further illustrates that the means and also the line
widths of the two peaks remain stable over time.

6 Light Yield

In figure 5 we present the light yield – defined for every
event as the ratio of light to phonon signal – as a function
of energy. Recoils on electrons have the highest light out-
put, set to one by calibration (at 122 keV). The solid blue
lines mark the 90 % upper and lower boundaries of the e�/g-
band, with 80 % of electron recoil events expected in-between.
The band is determined by an unbinned likelihood fit to the
data [7]. Two prominent features can be seen in the e�/g-
band, the double peak at ⇠ 6 keV originating from the 55Fe-
source and a b -decay spectrum from an intrinsic contam-
ination in the crystal with 210Pb starting at 46.5 keV. As

Fig. 5 Data taken with the detector module Lise depicted in the light
yield - energy plane. The solid lines mark the 90 % upper and lower
boundaries of the e�/g-band (blue), the band for recoils off oxygen
(red) and off tungsten (green). The dashed blue line corresponds to the
lower 5 s boundary of the e�/g-band, events outside are marked with a
blue circle. The upper boundary of the acceptance region (yellow area)
is set to the middle of the oxygen band (dashed dotted red), the lower
one to the 99.5 % lower boundary of the tungsten band. Events therein
are additionally highlighted in red.

mentioned before, in this analysis we do not correct the en-
ergy for events exhibiting a different energy sharing between
phonon and light detector compared to the 122 keV g-rays
used for calibration. Thus, small statistical fluctuations in
light output cause a slight tilt of the left shoulder of the
210Pb b -spectrum [6, 11].

Nuclear recoils produce less light than electron recoils,
as quantified by the quenching factor for the respective tar-
get nucleus. The quenching factors, including their energy
dependence, are precisely known from dedicated external
measurements [12] and allow to analytically calculate the
nuclear recoil bands for scatterings off tungsten (solid green),
calcium (not shown) and oxygen (solid red), starting from
the e�/g-band. The validity of this approach is, for example,
shown in [8] and was confirmed with a neutron calibration.

There are four events (blue circles) in the data well be-
low the 5 s lower boundary of the e�/g-band (dashed blue).
These events are statistically incompatible with leakage and,
thus, indicate the presence of an additional source of events
in this module, apart from e�/g-background. As discussed
in the introduction, Lise is of a conventional module design
using non-scintillating clamps to hold the crystal and, there-
fore, is not capable of vetoing all events originating from a-
decays on or slightly below surfaces [7, 8]. Additional data
from Lise (before lowering the threshold) and the ten other
conventional modules further underpins this explanation.
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is supplied with high voltage through the voltage divider
circuit mounted on a base made from Cirlex. The base
is approximated in the model as a homogenous unit.

The XENON100 data acquisition system (DAQ) dig-
itizes the full waveform of the 242 PMTs at 100 MHz,
where the time window for an event is 400 µs, more than
twice the maximum electron drift time. If a particle has
deposited energy at multiple places in the target, then
two or more S2 pulses are recorded in the trace. Such
an event is a multiple scatter event and is rejected in the
analysis since the predicted behavior of the WIMP, due
to its very low scattering cross-section, is a single scatter
event.

For the calculation of the final background rate in the
Monte Carlo simulations, multiple scatter events are re-
jected taking into account the finite position resolution
of the detector. A multiple scatter event is considered
as a single scatter event if the interactions happen less
than 3 mm apart in Z. This position resolution is given
by the width of the S2 signals and the peak separation
e�ciency of the S2 peak finder algorithm.

III. BACKGROUND DUE TO RADIOACTIVE
CONTAMINATION IN THE DETECTOR AND

SHIELD MATERIALS

Special care has been taken to select detector and
shield materials according to their radioactive contam-
ination. Before detector construction, the majority of
materials planned to be used were screened with low
background Ge detectors in order to determine their in-
trinsic radioactivity, mostly due to residual 238U, 232Th,
40K, and 60Co contamination. XENON has access to a
dedicated screening facility underground at LNGS, the
Gator detector [10]. Moreover, the LNGS screening fa-
cility, with some of the most sensitive Ge detectors in
the world [11], has also been used. The radioactive con-
tamination of the materials used for detector and shield
construction is shown in Table I. For more details, see
Ref. [12].

Decays of the radioactive isotopes in the materials
listed in Table I have been simulated with GEANT4,
and the corresponding background rates have been cal-
culated. The measured activities have been used as an
input information for the Monte Carlo simulations and
background predictions. For the analysis presented here,
the upper limits are treated as detection values.

Figure 2 shows the spectra in the entire energy range,
and Figure 3 in the region of interest. The energy range
for the background rate calculation is chosen to be su�-
ciently wide, up to 100 keV, to include the signal region
for inelastic dark matter which is predicted to be in a
higher energy range than the one from standard elastic
WIMP scattering [13]. The e↵ect of the discrimination
between multiple and single scatter events on the back-
ground rate can be seen in Figure 2: the multiple scatter
behavior of incident gamma rays is typical for higher en-
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FIG. 2: (Color online) Predicted background from the detec-
tor and shield materials: energy spectra of all events (thin
dashed line) and single scatters (solid line) in the entire 62 kg
LXe target, and single scatters in the 40 kg (thick dashed line)
and 30 kg fiducial volumes (dotted line), with infinite energy
resolution.
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FIG. 3: Zoom into the low energy region of the Monte Carlo
spectra shown in Figure 2. The spectra of all scatters and
single scatter events in the entire target volume overlap.

ergies, whereas single scatter events dominate in the low
energy region, and the multiple scatter cut does not yield
a significant reduction of the background rate. Further
background reduction can be achieved with fiducial vol-
ume cuts.
In Figure 3 several characteristic X-rays can be seen.

The xenon K-shell fluorescence peaks appear at 30 keV
and 34 keV. The X-ray peaks at 15, 75, 85 and 90 keV are
from Pb and Bi close to the target volume, for example
in PTFE walls. In addition, there is a 46 keV gamma
line from 210Pb decay, and 63 keV gamma line from the
decay of 234Th. Due to their short mean free path, these
low energy lines can be observed only at the edge of the
LXe volume. After applying a cut on the position of
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Figure 2: Measured � ray spectrum in the LUX drift re-
gion (black), with peak identification labels. A 225 kg
fiducial volume is used for the analysis, removing the top
and bottom 2 cm of the drift region, and using no radial
cut. Data includes both SS and MS events. Event en-
ergies are reconstructed from the combination of S1 and
S2 signals. Horizontal error bars are shown, represent-
ing systematic uncertainties in energy reconstruction for
high-energy events. Two simulation spectra are shown for
comparison. A spectrum based on positive counting mea-
surements alone is shown in gray solid. The spectrum with
best-fit scaling for 238U, 232Th, 40K, and 60Co decays, with
independent rates in top, bottom, and side regions of the
detector, is shown as gray dashed (red, in color). Fitting
was performed for energies above 500 keVee. Energies be-
low 500 keVee are shown to illustrate the continued agree-
ment between � ray spectra and measured data below the
fitting threshold. The spectrum shown has a lower bound
at 200 keVee. Best-fit decay rates are listed in Table 3.

Figure 3: LUX � ray ER background density in the range
0.9–5.3 keVee as a function of position, extrapolated from
high-energy measurements based on Monte Carlo spectra.
Rates are in units of log10 (DRUee). The 118 kg fiducial
volume used in the 85.3 day WIMP search run is overlaid
as the black dashed contour.

2.3. Cosmogenic Xenon Radioisotopes
2.3.1. Production Models

The rate of production of noble element radioisotopes
in Xe due to cosmic ray exposure was assessed using the
ACTIVIA simulation package [11]. The ACTIVIA code
modeled isotope production in natural Xe after a 150 day
exposure at sea level. Only noble elements were consid-
ered, as the LUX purification system is presumed to sup-
press the concentration of non-noble radioisotopes below
significance [14, 15].

The short-term exposure history of the LUX Xe is well
known. From April 2012 to December 2012, the Xe was lo-
cated at Case Western Reserve University (altitude 200 m)
in a basement laboratory, where it was processed for Kr
removal as discussed in Sec. 2.5. The Xe was shipped by
ground to Sanford in separate batches and stored above
ground (altitude 1.6 km), before being brought under-
ground on January 30, 2013. This adds up to roughly half
the total Xe load in LUX having spent 49 days at Sanford
Aboveground Laboratory altitude, and the other half hav-
ing spent 7 days at that altitude. Reference [13] provides
some guidance for how to scale the muon-induced neutron
flux and spectrum with altitude, which can be input into
activation simulations. However, the effect of immediate
surroundings in the lab can introduce an important sys-
tematic error in particular on the flux of thermal neutrons
incident on the Xe. LUX does not have measurements
of the thermal neutron flux at the various relevant loca-
tions. In the calculations below, the sea-level activation
results from ACTIVIA were used as a starting point. Sep-
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II. RECONSTRUCTING NUCLEAR RECOIL
ENERGY

Lindhard et al. [3] calculated a general expression
for the expected fraction of nuclear recoil energy that
is transferred to electrons. It can be written as

f

n

= k · g/(1 + k · g), (3)

with k = 0.133 Z

2/3
A

�1/2. Physically, k is a propor-
tionality constant between the electronic stopping power
dE/dx and the velocity of the projectile (which in this
context is a recoiling xenon atom). The relation is most
simply expressed in terms of dimensionless variables,
as in [3]. For xenon, Lindhard’s calculation results in
k = 0.166. Recently, Hitachi calculated from first prin-
ciples the electronic stopping power of recoiling xenon
atoms in a liquid xenon target. The result is shown in
Fig. 5 of [6], and discussed further in [16]. In terms of
the dimensionless variables of [3], his calculation corre-
sponds to k = 0.110. Note that no analytic form was
given for the energy-dependent function g in [3], and we
have used the parameterization given in [25]. In Fig. 1
we show f

n

as calculated from Eq. 3, for these two val-
ues of k (solid and dashed curves). In [3], Lindhard et

al. cautioned that “Maybe the greatest uncertainty is
the proportionality factor, k... [which] is often on the
interval 0.10 < k < 0.20.” Ideally, the remedy for this
uncertainty may be obtained from data.

In order to compare with data, we write Eq. 2 as

f

n

= ✏(
S1

↵1
+

S2

↵2
)/E

nr

, (4)

with n

�

and n

e

in terms of the experimentally mea-
sured quantities S1 and S2. These are just the num-
ber of recorded photoelectrons in the primary scintilla-
tion and ionization (measured from proportional scintil-
lation) signals in a dual-phase xenon detector. The num-
ber of primary scintillation photons is n

�

= S1/↵1, where
↵1 ⇠ O(0.1) is the total e�ciency to convert a scintilla-
tion photon to a detectable photoelectron. The number
of ionized electrons is n

e

= S2/↵2, where ↵2 ⇠ O(10)
is the number of photoelectrons registered from the pro-
portional scintillation resulting from a single ionized elec-
tron. While ↵2 is reasonably easy to measure in dual-
phase liquid xenon detectors, ↵1 is di�cult to measure
directly. As a result, experiments instead quote the scin-
tillation light yield L

y

(units of photoelectrons / keV)
of a mono-energetic gamma source. The proportionality
constant between ↵1 and L

y

depends strongly on both
the incident gamma energy and the electric field (E

d

)
applied across the liquid xenon target. For a 122 keV
gamma from 57Co at E

d

= 0, a detector-independent
expression for the proportionality is ↵1 = 0.015L

y

[23].
We need ↵1 in order to use Eq. 4, and first cross-check

the relationship given above, which implies ↵1 = 0.080
[23] for the XENON10 detector [24]. XENON10 mea-
sured ↵2 = 24 ± 1 [28] from the background distribution

of single electrons. The value of ↵1 is also uniquely de-
termined by requiring Eq. 1 to reproduce the correct
peak positions of gamma lines. Since the energy scale
is linear, any mono-energetic source will su�ce. From
the 164 keV gamma observed by XENON10, we find
↵1 = 0.078 ± 0.005.
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FIG. 1. Quenching of electronic excitation from nuclear re-
coils in liquid xenon: from [11] ( ), from [11] as corrected
by [29] (F, uncertainty not shown but similar to  ), from
[12] (#) and from [28] (⌃). Also shown are the theoretical
prediction [3] for two calculated values of k (solid and dashed
curves).

Simultaneous measurements of the scintillation (L
eff

)
and ionization (Q

y

) yield of liquid xenon as a function of
E

nr

were obtained by Manzur et al. [11]. Their ionization
yield data was presented in terms of n

e

(so we do not need
↵2), and their scintillation data in terms of L

y

for 122 keV
gammas. Using the scaling relation given above, we infer
↵1 for their detector. We then use Eq. 4 to cast the
results from [11] in terms of f

n

. This is shown in Fig. 1
(as  , with 1� uncertainty). The combined L

eff

and Q
y

measurements of Manzur et al. are not quite consistent
with the XENON10 nuclear recoil band measurement [7].
In [29] it is argued that for the three data points below
E

nr

' 6 keV, the most likely origin of the disagreement
is that Q

y

was overstated by about 1� due to spurious
threshold e↵ects. The Manzur et al. data as corrected
by [29] is also shown in Fig. 1 (as F, uncertainty similar
but omitted for clarity).

The experiments described in [24] and [11] (and, for
that matter, [2]) obtained their data with di↵erent val-
ues of E

d

. Although the values of E

d

ranged from about
0.5 kV/cm [2] to 1.0 kV/cm [11], the e↵ects of this dif-
ference are negligible. As shown in Fig. 3 of [6], the
scintillation and ionization signals from nuclear recoils

Sorensen, Dahl 
1101.6080
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BUT: experiments are sensitive to high recoil events
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Fig. 4 Trigger efficiency (black, left y-axis) as a function of the com-
plete measurement time. Each data point is determined as the fraction
of 0.4 keV heater pulses triggering in the respective time bin. For the
same time bins also the fitted peak positions and the fit errors for Mn
Ka (blue) and Kb (magenta) from the 55Fe-source are drawn (scale
on the right y-axis). Only small deviations from the fitted total mean
values (dashed lines) are observed. The constant spread of the corre-
sponding data (grey points) illustrates a stable line width.

ergies. To prove a stable trigger efficiency over time we pe-
riodically inject low-energy heater pulses (corresponding to
⇠ 0.4 keV). In figure 4 the fraction of these pulses triggering
is shown in black together with statistical (binomial) errors.
The trigger efficiency at 0.4 keV is slightly higher (⇠95 %)
in the final data set compared to the one determined in fig-
ure 1 (⇠90 %). Thus, the value of 307 eV measured for the
threshold energy is conservative.

The high statistics in the 55Fe double-peak allows us to
monitor the accuracy of our energy reconstruction and the
stability of the energy resolution at low energies over time.
In each time bin a combined fit of two Gaussians is per-
formed to extract the reconstructed peak positions of the Ka
(blue) and Kb (magenta) lines (see figure 4). The small vari-
ations of the peak positions show the very stable operation of
the detector. In addition, a scatter plot of the relevant events
(grey dots) further illustrates that the means and also the line
widths of the two peaks remain stable over time.

6 Light Yield

In figure 5 we present the light yield – defined for every
event as the ratio of light to phonon signal – as a function
of energy. Recoils on electrons have the highest light out-
put, set to one by calibration (at 122 keV). The solid blue
lines mark the 90 % upper and lower boundaries of the e�/g-
band, with 80 % of electron recoil events expected in-between.
The band is determined by an unbinned likelihood fit to the
data [7]. Two prominent features can be seen in the e�/g-
band, the double peak at ⇠ 6 keV originating from the 55Fe-
source and a b -decay spectrum from an intrinsic contam-
ination in the crystal with 210Pb starting at 46.5 keV. As

Fig. 5 Data taken with the detector module Lise depicted in the light
yield - energy plane. The solid lines mark the 90 % upper and lower
boundaries of the e�/g-band (blue), the band for recoils off oxygen
(red) and off tungsten (green). The dashed blue line corresponds to the
lower 5 s boundary of the e�/g-band, events outside are marked with a
blue circle. The upper boundary of the acceptance region (yellow area)
is set to the middle of the oxygen band (dashed dotted red), the lower
one to the 99.5 % lower boundary of the tungsten band. Events therein
are additionally highlighted in red.

mentioned before, in this analysis we do not correct the en-
ergy for events exhibiting a different energy sharing between
phonon and light detector compared to the 122 keV g-rays
used for calibration. Thus, small statistical fluctuations in
light output cause a slight tilt of the left shoulder of the
210Pb b -spectrum [6, 11].

Nuclear recoils produce less light than electron recoils,
as quantified by the quenching factor for the respective tar-
get nucleus. The quenching factors, including their energy
dependence, are precisely known from dedicated external
measurements [12] and allow to analytically calculate the
nuclear recoil bands for scatterings off tungsten (solid green),
calcium (not shown) and oxygen (solid red), starting from
the e�/g-band. The validity of this approach is, for example,
shown in [8] and was confirmed with a neutron calibration.

There are four events (blue circles) in the data well be-
low the 5 s lower boundary of the e�/g-band (dashed blue).
These events are statistically incompatible with leakage and,
thus, indicate the presence of an additional source of events
in this module, apart from e�/g-background. As discussed
in the introduction, Lise is of a conventional module design
using non-scintillating clamps to hold the crystal and, there-
fore, is not capable of vetoing all events originating from a-
decays on or slightly below surfaces [7, 8]. Additional data
from Lise (before lowering the threshold) and the ten other
conventional modules further underpins this explanation.
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is supplied with high voltage through the voltage divider
circuit mounted on a base made from Cirlex. The base
is approximated in the model as a homogenous unit.

The XENON100 data acquisition system (DAQ) dig-
itizes the full waveform of the 242 PMTs at 100 MHz,
where the time window for an event is 400 µs, more than
twice the maximum electron drift time. If a particle has
deposited energy at multiple places in the target, then
two or more S2 pulses are recorded in the trace. Such
an event is a multiple scatter event and is rejected in the
analysis since the predicted behavior of the WIMP, due
to its very low scattering cross-section, is a single scatter
event.

For the calculation of the final background rate in the
Monte Carlo simulations, multiple scatter events are re-
jected taking into account the finite position resolution
of the detector. A multiple scatter event is considered
as a single scatter event if the interactions happen less
than 3 mm apart in Z. This position resolution is given
by the width of the S2 signals and the peak separation
e�ciency of the S2 peak finder algorithm.

III. BACKGROUND DUE TO RADIOACTIVE
CONTAMINATION IN THE DETECTOR AND

SHIELD MATERIALS

Special care has been taken to select detector and
shield materials according to their radioactive contam-
ination. Before detector construction, the majority of
materials planned to be used were screened with low
background Ge detectors in order to determine their in-
trinsic radioactivity, mostly due to residual 238U, 232Th,
40K, and 60Co contamination. XENON has access to a
dedicated screening facility underground at LNGS, the
Gator detector [10]. Moreover, the LNGS screening fa-
cility, with some of the most sensitive Ge detectors in
the world [11], has also been used. The radioactive con-
tamination of the materials used for detector and shield
construction is shown in Table I. For more details, see
Ref. [12].

Decays of the radioactive isotopes in the materials
listed in Table I have been simulated with GEANT4,
and the corresponding background rates have been cal-
culated. The measured activities have been used as an
input information for the Monte Carlo simulations and
background predictions. For the analysis presented here,
the upper limits are treated as detection values.

Figure 2 shows the spectra in the entire energy range,
and Figure 3 in the region of interest. The energy range
for the background rate calculation is chosen to be su�-
ciently wide, up to 100 keV, to include the signal region
for inelastic dark matter which is predicted to be in a
higher energy range than the one from standard elastic
WIMP scattering [13]. The e↵ect of the discrimination
between multiple and single scatter events on the back-
ground rate can be seen in Figure 2: the multiple scatter
behavior of incident gamma rays is typical for higher en-
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FIG. 2: (Color online) Predicted background from the detec-
tor and shield materials: energy spectra of all events (thin
dashed line) and single scatters (solid line) in the entire 62 kg
LXe target, and single scatters in the 40 kg (thick dashed line)
and 30 kg fiducial volumes (dotted line), with infinite energy
resolution.
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FIG. 3: Zoom into the low energy region of the Monte Carlo
spectra shown in Figure 2. The spectra of all scatters and
single scatter events in the entire target volume overlap.

ergies, whereas single scatter events dominate in the low
energy region, and the multiple scatter cut does not yield
a significant reduction of the background rate. Further
background reduction can be achieved with fiducial vol-
ume cuts.
In Figure 3 several characteristic X-rays can be seen.

The xenon K-shell fluorescence peaks appear at 30 keV
and 34 keV. The X-ray peaks at 15, 75, 85 and 90 keV are
from Pb and Bi close to the target volume, for example
in PTFE walls. In addition, there is a 46 keV gamma
line from 210Pb decay, and 63 keV gamma line from the
decay of 234Th. Due to their short mean free path, these
low energy lines can be observed only at the edge of the
LXe volume. After applying a cut on the position of

500 1000 1500 2000 2500 3000
10−3

10−2

10−1

100
127Xe 214Pb (238U)

214Bi (238U)
228Ac (232Th)

60Co 40K
214Bi (238U)

208Tl (232Th) 
+ 60Co

Energy deposited [keVee]

ct
s 

/ k
eV

ee
 / 

kg
 / 

da
y

Figure 2: Measured � ray spectrum in the LUX drift re-
gion (black), with peak identification labels. A 225 kg
fiducial volume is used for the analysis, removing the top
and bottom 2 cm of the drift region, and using no radial
cut. Data includes both SS and MS events. Event en-
ergies are reconstructed from the combination of S1 and
S2 signals. Horizontal error bars are shown, represent-
ing systematic uncertainties in energy reconstruction for
high-energy events. Two simulation spectra are shown for
comparison. A spectrum based on positive counting mea-
surements alone is shown in gray solid. The spectrum with
best-fit scaling for 238U, 232Th, 40K, and 60Co decays, with
independent rates in top, bottom, and side regions of the
detector, is shown as gray dashed (red, in color). Fitting
was performed for energies above 500 keVee. Energies be-
low 500 keVee are shown to illustrate the continued agree-
ment between � ray spectra and measured data below the
fitting threshold. The spectrum shown has a lower bound
at 200 keVee. Best-fit decay rates are listed in Table 3.

Figure 3: LUX � ray ER background density in the range
0.9–5.3 keVee as a function of position, extrapolated from
high-energy measurements based on Monte Carlo spectra.
Rates are in units of log10 (DRUee). The 118 kg fiducial
volume used in the 85.3 day WIMP search run is overlaid
as the black dashed contour.

2.3. Cosmogenic Xenon Radioisotopes
2.3.1. Production Models

The rate of production of noble element radioisotopes
in Xe due to cosmic ray exposure was assessed using the
ACTIVIA simulation package [11]. The ACTIVIA code
modeled isotope production in natural Xe after a 150 day
exposure at sea level. Only noble elements were consid-
ered, as the LUX purification system is presumed to sup-
press the concentration of non-noble radioisotopes below
significance [14, 15].

The short-term exposure history of the LUX Xe is well
known. From April 2012 to December 2012, the Xe was lo-
cated at Case Western Reserve University (altitude 200 m)
in a basement laboratory, where it was processed for Kr
removal as discussed in Sec. 2.5. The Xe was shipped by
ground to Sanford in separate batches and stored above
ground (altitude 1.6 km), before being brought under-
ground on January 30, 2013. This adds up to roughly half
the total Xe load in LUX having spent 49 days at Sanford
Aboveground Laboratory altitude, and the other half hav-
ing spent 7 days at that altitude. Reference [13] provides
some guidance for how to scale the muon-induced neutron
flux and spectrum with altitude, which can be input into
activation simulations. However, the effect of immediate
surroundings in the lab can introduce an important sys-
tematic error in particular on the flux of thermal neutrons
incident on the Xe. LUX does not have measurements
of the thermal neutron flux at the various relevant loca-
tions. In the calculations below, the sea-level activation
results from ACTIVIA were used as a starting point. Sep-
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II. RECONSTRUCTING NUCLEAR RECOIL
ENERGY

Lindhard et al. [3] calculated a general expression
for the expected fraction of nuclear recoil energy that
is transferred to electrons. It can be written as

f

n

= k · g/(1 + k · g), (3)

with k = 0.133 Z

2/3
A

�1/2. Physically, k is a propor-
tionality constant between the electronic stopping power
dE/dx and the velocity of the projectile (which in this
context is a recoiling xenon atom). The relation is most
simply expressed in terms of dimensionless variables,
as in [3]. For xenon, Lindhard’s calculation results in
k = 0.166. Recently, Hitachi calculated from first prin-
ciples the electronic stopping power of recoiling xenon
atoms in a liquid xenon target. The result is shown in
Fig. 5 of [6], and discussed further in [16]. In terms of
the dimensionless variables of [3], his calculation corre-
sponds to k = 0.110. Note that no analytic form was
given for the energy-dependent function g in [3], and we
have used the parameterization given in [25]. In Fig. 1
we show f

n

as calculated from Eq. 3, for these two val-
ues of k (solid and dashed curves). In [3], Lindhard et

al. cautioned that “Maybe the greatest uncertainty is
the proportionality factor, k... [which] is often on the
interval 0.10 < k < 0.20.” Ideally, the remedy for this
uncertainty may be obtained from data.

In order to compare with data, we write Eq. 2 as

f

n

= ✏(
S1

↵1
+

S2

↵2
)/E

nr

, (4)

with n

�

and n

e

in terms of the experimentally mea-
sured quantities S1 and S2. These are just the num-
ber of recorded photoelectrons in the primary scintilla-
tion and ionization (measured from proportional scintil-
lation) signals in a dual-phase xenon detector. The num-
ber of primary scintillation photons is n

�

= S1/↵1, where
↵1 ⇠ O(0.1) is the total e�ciency to convert a scintilla-
tion photon to a detectable photoelectron. The number
of ionized electrons is n

e

= S2/↵2, where ↵2 ⇠ O(10)
is the number of photoelectrons registered from the pro-
portional scintillation resulting from a single ionized elec-
tron. While ↵2 is reasonably easy to measure in dual-
phase liquid xenon detectors, ↵1 is di�cult to measure
directly. As a result, experiments instead quote the scin-
tillation light yield L

y

(units of photoelectrons / keV)
of a mono-energetic gamma source. The proportionality
constant between ↵1 and L

y

depends strongly on both
the incident gamma energy and the electric field (E

d

)
applied across the liquid xenon target. For a 122 keV
gamma from 57Co at E

d

= 0, a detector-independent
expression for the proportionality is ↵1 = 0.015L

y

[23].
We need ↵1 in order to use Eq. 4, and first cross-check

the relationship given above, which implies ↵1 = 0.080
[23] for the XENON10 detector [24]. XENON10 mea-
sured ↵2 = 24 ± 1 [28] from the background distribution

of single electrons. The value of ↵1 is also uniquely de-
termined by requiring Eq. 1 to reproduce the correct
peak positions of gamma lines. Since the energy scale
is linear, any mono-energetic source will su�ce. From
the 164 keV gamma observed by XENON10, we find
↵1 = 0.078 ± 0.005.
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FIG. 1. Quenching of electronic excitation from nuclear re-
coils in liquid xenon: from [11] ( ), from [11] as corrected
by [29] (F, uncertainty not shown but similar to  ), from
[12] (#) and from [28] (⌃). Also shown are the theoretical
prediction [3] for two calculated values of k (solid and dashed
curves).

Simultaneous measurements of the scintillation (L
eff

)
and ionization (Q

y

) yield of liquid xenon as a function of
E

nr

were obtained by Manzur et al. [11]. Their ionization
yield data was presented in terms of n

e

(so we do not need
↵2), and their scintillation data in terms of L

y

for 122 keV
gammas. Using the scaling relation given above, we infer
↵1 for their detector. We then use Eq. 4 to cast the
results from [11] in terms of f

n

. This is shown in Fig. 1
(as  , with 1� uncertainty). The combined L

eff

and Q
y

measurements of Manzur et al. are not quite consistent
with the XENON10 nuclear recoil band measurement [7].
In [29] it is argued that for the three data points below
E

nr

' 6 keV, the most likely origin of the disagreement
is that Q

y

was overstated by about 1� due to spurious
threshold e↵ects. The Manzur et al. data as corrected
by [29] is also shown in Fig. 1 (as F, uncertainty similar
but omitted for clarity).

The experiments described in [24] and [11] (and, for
that matter, [2]) obtained their data with di↵erent val-
ues of E

d

. Although the values of E

d

ranged from about
0.5 kV/cm [2] to 1.0 kV/cm [11], the e↵ects of this dif-
ference are negligible. As shown in Fig. 3 of [6], the
scintillation and ionization signals from nuclear recoils
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is supplied with high voltage through the voltage divider
circuit mounted on a base made from Cirlex. The base
is approximated in the model as a homogenous unit.

The XENON100 data acquisition system (DAQ) dig-
itizes the full waveform of the 242 PMTs at 100 MHz,
where the time window for an event is 400 µs, more than
twice the maximum electron drift time. If a particle has
deposited energy at multiple places in the target, then
two or more S2 pulses are recorded in the trace. Such
an event is a multiple scatter event and is rejected in the
analysis since the predicted behavior of the WIMP, due
to its very low scattering cross-section, is a single scatter
event.

For the calculation of the final background rate in the
Monte Carlo simulations, multiple scatter events are re-
jected taking into account the finite position resolution
of the detector. A multiple scatter event is considered
as a single scatter event if the interactions happen less
than 3 mm apart in Z. This position resolution is given
by the width of the S2 signals and the peak separation
e�ciency of the S2 peak finder algorithm.

III. BACKGROUND DUE TO RADIOACTIVE
CONTAMINATION IN THE DETECTOR AND

SHIELD MATERIALS

Special care has been taken to select detector and
shield materials according to their radioactive contam-
ination. Before detector construction, the majority of
materials planned to be used were screened with low
background Ge detectors in order to determine their in-
trinsic radioactivity, mostly due to residual 238U, 232Th,
40K, and 60Co contamination. XENON has access to a
dedicated screening facility underground at LNGS, the
Gator detector [10]. Moreover, the LNGS screening fa-
cility, with some of the most sensitive Ge detectors in
the world [11], has also been used. The radioactive con-
tamination of the materials used for detector and shield
construction is shown in Table I. For more details, see
Ref. [12].

Decays of the radioactive isotopes in the materials
listed in Table I have been simulated with GEANT4,
and the corresponding background rates have been cal-
culated. The measured activities have been used as an
input information for the Monte Carlo simulations and
background predictions. For the analysis presented here,
the upper limits are treated as detection values.

Figure 2 shows the spectra in the entire energy range,
and Figure 3 in the region of interest. The energy range
for the background rate calculation is chosen to be su�-
ciently wide, up to 100 keV, to include the signal region
for inelastic dark matter which is predicted to be in a
higher energy range than the one from standard elastic
WIMP scattering [13]. The e↵ect of the discrimination
between multiple and single scatter events on the back-
ground rate can be seen in Figure 2: the multiple scatter
behavior of incident gamma rays is typical for higher en-
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FIG. 2: (Color online) Predicted background from the detec-
tor and shield materials: energy spectra of all events (thin
dashed line) and single scatters (solid line) in the entire 62 kg
LXe target, and single scatters in the 40 kg (thick dashed line)
and 30 kg fiducial volumes (dotted line), with infinite energy
resolution.
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FIG. 3: Zoom into the low energy region of the Monte Carlo
spectra shown in Figure 2. The spectra of all scatters and
single scatter events in the entire target volume overlap.

ergies, whereas single scatter events dominate in the low
energy region, and the multiple scatter cut does not yield
a significant reduction of the background rate. Further
background reduction can be achieved with fiducial vol-
ume cuts.
In Figure 3 several characteristic X-rays can be seen.

The xenon K-shell fluorescence peaks appear at 30 keV
and 34 keV. The X-ray peaks at 15, 75, 85 and 90 keV are
from Pb and Bi close to the target volume, for example
in PTFE walls. In addition, there is a 46 keV gamma
line from 210Pb decay, and 63 keV gamma line from the
decay of 234Th. Due to their short mean free path, these
low energy lines can be observed only at the edge of the
LXe volume. After applying a cut on the position of
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Figure 2: Measured � ray spectrum in the LUX drift re-
gion (black), with peak identification labels. A 225 kg
fiducial volume is used for the analysis, removing the top
and bottom 2 cm of the drift region, and using no radial
cut. Data includes both SS and MS events. Event en-
ergies are reconstructed from the combination of S1 and
S2 signals. Horizontal error bars are shown, represent-
ing systematic uncertainties in energy reconstruction for
high-energy events. Two simulation spectra are shown for
comparison. A spectrum based on positive counting mea-
surements alone is shown in gray solid. The spectrum with
best-fit scaling for 238U, 232Th, 40K, and 60Co decays, with
independent rates in top, bottom, and side regions of the
detector, is shown as gray dashed (red, in color). Fitting
was performed for energies above 500 keVee. Energies be-
low 500 keVee are shown to illustrate the continued agree-
ment between � ray spectra and measured data below the
fitting threshold. The spectrum shown has a lower bound
at 200 keVee. Best-fit decay rates are listed in Table 3.

Figure 3: LUX � ray ER background density in the range
0.9–5.3 keVee as a function of position, extrapolated from
high-energy measurements based on Monte Carlo spectra.
Rates are in units of log10 (DRUee). The 118 kg fiducial
volume used in the 85.3 day WIMP search run is overlaid
as the black dashed contour.

2.3. Cosmogenic Xenon Radioisotopes
2.3.1. Production Models

The rate of production of noble element radioisotopes
in Xe due to cosmic ray exposure was assessed using the
ACTIVIA simulation package [11]. The ACTIVIA code
modeled isotope production in natural Xe after a 150 day
exposure at sea level. Only noble elements were consid-
ered, as the LUX purification system is presumed to sup-
press the concentration of non-noble radioisotopes below
significance [14, 15].

The short-term exposure history of the LUX Xe is well
known. From April 2012 to December 2012, the Xe was lo-
cated at Case Western Reserve University (altitude 200 m)
in a basement laboratory, where it was processed for Kr
removal as discussed in Sec. 2.5. The Xe was shipped by
ground to Sanford in separate batches and stored above
ground (altitude 1.6 km), before being brought under-
ground on January 30, 2013. This adds up to roughly half
the total Xe load in LUX having spent 49 days at Sanford
Aboveground Laboratory altitude, and the other half hav-
ing spent 7 days at that altitude. Reference [13] provides
some guidance for how to scale the muon-induced neutron
flux and spectrum with altitude, which can be input into
activation simulations. However, the effect of immediate
surroundings in the lab can introduce an important sys-
tematic error in particular on the flux of thermal neutrons
incident on the Xe. LUX does not have measurements
of the thermal neutron flux at the various relevant loca-
tions. In the calculations below, the sea-level activation
results from ACTIVIA were used as a starting point. Sep-
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II. RECONSTRUCTING NUCLEAR RECOIL
ENERGY

Lindhard et al. [3] calculated a general expression
for the expected fraction of nuclear recoil energy that
is transferred to electrons. It can be written as

f

n

= k · g/(1 + k · g), (3)

with k = 0.133 Z

2/3
A

�1/2. Physically, k is a propor-
tionality constant between the electronic stopping power
dE/dx and the velocity of the projectile (which in this
context is a recoiling xenon atom). The relation is most
simply expressed in terms of dimensionless variables,
as in [3]. For xenon, Lindhard’s calculation results in
k = 0.166. Recently, Hitachi calculated from first prin-
ciples the electronic stopping power of recoiling xenon
atoms in a liquid xenon target. The result is shown in
Fig. 5 of [6], and discussed further in [16]. In terms of
the dimensionless variables of [3], his calculation corre-
sponds to k = 0.110. Note that no analytic form was
given for the energy-dependent function g in [3], and we
have used the parameterization given in [25]. In Fig. 1
we show f

n

as calculated from Eq. 3, for these two val-
ues of k (solid and dashed curves). In [3], Lindhard et

al. cautioned that “Maybe the greatest uncertainty is
the proportionality factor, k... [which] is often on the
interval 0.10 < k < 0.20.” Ideally, the remedy for this
uncertainty may be obtained from data.

In order to compare with data, we write Eq. 2 as

f

n

= ✏(
S1

↵1
+

S2

↵2
)/E

nr

, (4)

with n

�

and n

e

in terms of the experimentally mea-
sured quantities S1 and S2. These are just the num-
ber of recorded photoelectrons in the primary scintilla-
tion and ionization (measured from proportional scintil-
lation) signals in a dual-phase xenon detector. The num-
ber of primary scintillation photons is n

�

= S1/↵1, where
↵1 ⇠ O(0.1) is the total e�ciency to convert a scintilla-
tion photon to a detectable photoelectron. The number
of ionized electrons is n

e

= S2/↵2, where ↵2 ⇠ O(10)
is the number of photoelectrons registered from the pro-
portional scintillation resulting from a single ionized elec-
tron. While ↵2 is reasonably easy to measure in dual-
phase liquid xenon detectors, ↵1 is di�cult to measure
directly. As a result, experiments instead quote the scin-
tillation light yield L

y

(units of photoelectrons / keV)
of a mono-energetic gamma source. The proportionality
constant between ↵1 and L

y

depends strongly on both
the incident gamma energy and the electric field (E

d

)
applied across the liquid xenon target. For a 122 keV
gamma from 57Co at E

d

= 0, a detector-independent
expression for the proportionality is ↵1 = 0.015L

y

[23].
We need ↵1 in order to use Eq. 4, and first cross-check

the relationship given above, which implies ↵1 = 0.080
[23] for the XENON10 detector [24]. XENON10 mea-
sured ↵2 = 24 ± 1 [28] from the background distribution

of single electrons. The value of ↵1 is also uniquely de-
termined by requiring Eq. 1 to reproduce the correct
peak positions of gamma lines. Since the energy scale
is linear, any mono-energetic source will su�ce. From
the 164 keV gamma observed by XENON10, we find
↵1 = 0.078 ± 0.005.
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FIG. 1. Quenching of electronic excitation from nuclear re-
coils in liquid xenon: from [11] ( ), from [11] as corrected
by [29] (F, uncertainty not shown but similar to  ), from
[12] (#) and from [28] (⌃). Also shown are the theoretical
prediction [3] for two calculated values of k (solid and dashed
curves).

Simultaneous measurements of the scintillation (L
eff

)
and ionization (Q

y

) yield of liquid xenon as a function of
E

nr

were obtained by Manzur et al. [11]. Their ionization
yield data was presented in terms of n

e

(so we do not need
↵2), and their scintillation data in terms of L

y

for 122 keV
gammas. Using the scaling relation given above, we infer
↵1 for their detector. We then use Eq. 4 to cast the
results from [11] in terms of f

n

. This is shown in Fig. 1
(as  , with 1� uncertainty). The combined L

eff

and Q
y

measurements of Manzur et al. are not quite consistent
with the XENON10 nuclear recoil band measurement [7].
In [29] it is argued that for the three data points below
E

nr

' 6 keV, the most likely origin of the disagreement
is that Q

y

was overstated by about 1� due to spurious
threshold e↵ects. The Manzur et al. data as corrected
by [29] is also shown in Fig. 1 (as F, uncertainty similar
but omitted for clarity).

The experiments described in [24] and [11] (and, for
that matter, [2]) obtained their data with di↵erent val-
ues of E

d

. Although the values of E

d

ranged from about
0.5 kV/cm [2] to 1.0 kV/cm [11], the e↵ects of this dif-
ference are negligible. As shown in Fig. 3 of [6], the
scintillation and ionization signals from nuclear recoils
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BUT: experiments are sensitive to high recoil events

ex.
5

Fig. 4 Trigger efficiency (black, left y-axis) as a function of the com-
plete measurement time. Each data point is determined as the fraction
of 0.4 keV heater pulses triggering in the respective time bin. For the
same time bins also the fitted peak positions and the fit errors for Mn
Ka (blue) and Kb (magenta) from the 55Fe-source are drawn (scale
on the right y-axis). Only small deviations from the fitted total mean
values (dashed lines) are observed. The constant spread of the corre-
sponding data (grey points) illustrates a stable line width.

ergies. To prove a stable trigger efficiency over time we pe-
riodically inject low-energy heater pulses (corresponding to
⇠ 0.4 keV). In figure 4 the fraction of these pulses triggering
is shown in black together with statistical (binomial) errors.
The trigger efficiency at 0.4 keV is slightly higher (⇠95 %)
in the final data set compared to the one determined in fig-
ure 1 (⇠90 %). Thus, the value of 307 eV measured for the
threshold energy is conservative.

The high statistics in the 55Fe double-peak allows us to
monitor the accuracy of our energy reconstruction and the
stability of the energy resolution at low energies over time.
In each time bin a combined fit of two Gaussians is per-
formed to extract the reconstructed peak positions of the Ka
(blue) and Kb (magenta) lines (see figure 4). The small vari-
ations of the peak positions show the very stable operation of
the detector. In addition, a scatter plot of the relevant events
(grey dots) further illustrates that the means and also the line
widths of the two peaks remain stable over time.

6 Light Yield

In figure 5 we present the light yield – defined for every
event as the ratio of light to phonon signal – as a function
of energy. Recoils on electrons have the highest light out-
put, set to one by calibration (at 122 keV). The solid blue
lines mark the 90 % upper and lower boundaries of the e�/g-
band, with 80 % of electron recoil events expected in-between.
The band is determined by an unbinned likelihood fit to the
data [7]. Two prominent features can be seen in the e�/g-
band, the double peak at ⇠ 6 keV originating from the 55Fe-
source and a b -decay spectrum from an intrinsic contam-
ination in the crystal with 210Pb starting at 46.5 keV. As

Fig. 5 Data taken with the detector module Lise depicted in the light
yield - energy plane. The solid lines mark the 90 % upper and lower
boundaries of the e�/g-band (blue), the band for recoils off oxygen
(red) and off tungsten (green). The dashed blue line corresponds to the
lower 5 s boundary of the e�/g-band, events outside are marked with a
blue circle. The upper boundary of the acceptance region (yellow area)
is set to the middle of the oxygen band (dashed dotted red), the lower
one to the 99.5 % lower boundary of the tungsten band. Events therein
are additionally highlighted in red.

mentioned before, in this analysis we do not correct the en-
ergy for events exhibiting a different energy sharing between
phonon and light detector compared to the 122 keV g-rays
used for calibration. Thus, small statistical fluctuations in
light output cause a slight tilt of the left shoulder of the
210Pb b -spectrum [6, 11].

Nuclear recoils produce less light than electron recoils,
as quantified by the quenching factor for the respective tar-
get nucleus. The quenching factors, including their energy
dependence, are precisely known from dedicated external
measurements [12] and allow to analytically calculate the
nuclear recoil bands for scatterings off tungsten (solid green),
calcium (not shown) and oxygen (solid red), starting from
the e�/g-band. The validity of this approach is, for example,
shown in [8] and was confirmed with a neutron calibration.

There are four events (blue circles) in the data well be-
low the 5 s lower boundary of the e�/g-band (dashed blue).
These events are statistically incompatible with leakage and,
thus, indicate the presence of an additional source of events
in this module, apart from e�/g-background. As discussed
in the introduction, Lise is of a conventional module design
using non-scintillating clamps to hold the crystal and, there-
fore, is not capable of vetoing all events originating from a-
decays on or slightly below surfaces [7, 8]. Additional data
from Lise (before lowering the threshold) and the ten other
conventional modules further underpins this explanation.
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is supplied with high voltage through the voltage divider
circuit mounted on a base made from Cirlex. The base
is approximated in the model as a homogenous unit.

The XENON100 data acquisition system (DAQ) dig-
itizes the full waveform of the 242 PMTs at 100 MHz,
where the time window for an event is 400 µs, more than
twice the maximum electron drift time. If a particle has
deposited energy at multiple places in the target, then
two or more S2 pulses are recorded in the trace. Such
an event is a multiple scatter event and is rejected in the
analysis since the predicted behavior of the WIMP, due
to its very low scattering cross-section, is a single scatter
event.

For the calculation of the final background rate in the
Monte Carlo simulations, multiple scatter events are re-
jected taking into account the finite position resolution
of the detector. A multiple scatter event is considered
as a single scatter event if the interactions happen less
than 3 mm apart in Z. This position resolution is given
by the width of the S2 signals and the peak separation
e�ciency of the S2 peak finder algorithm.

III. BACKGROUND DUE TO RADIOACTIVE
CONTAMINATION IN THE DETECTOR AND

SHIELD MATERIALS

Special care has been taken to select detector and
shield materials according to their radioactive contam-
ination. Before detector construction, the majority of
materials planned to be used were screened with low
background Ge detectors in order to determine their in-
trinsic radioactivity, mostly due to residual 238U, 232Th,
40K, and 60Co contamination. XENON has access to a
dedicated screening facility underground at LNGS, the
Gator detector [10]. Moreover, the LNGS screening fa-
cility, with some of the most sensitive Ge detectors in
the world [11], has also been used. The radioactive con-
tamination of the materials used for detector and shield
construction is shown in Table I. For more details, see
Ref. [12].

Decays of the radioactive isotopes in the materials
listed in Table I have been simulated with GEANT4,
and the corresponding background rates have been cal-
culated. The measured activities have been used as an
input information for the Monte Carlo simulations and
background predictions. For the analysis presented here,
the upper limits are treated as detection values.

Figure 2 shows the spectra in the entire energy range,
and Figure 3 in the region of interest. The energy range
for the background rate calculation is chosen to be su�-
ciently wide, up to 100 keV, to include the signal region
for inelastic dark matter which is predicted to be in a
higher energy range than the one from standard elastic
WIMP scattering [13]. The e↵ect of the discrimination
between multiple and single scatter events on the back-
ground rate can be seen in Figure 2: the multiple scatter
behavior of incident gamma rays is typical for higher en-
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FIG. 2: (Color online) Predicted background from the detec-
tor and shield materials: energy spectra of all events (thin
dashed line) and single scatters (solid line) in the entire 62 kg
LXe target, and single scatters in the 40 kg (thick dashed line)
and 30 kg fiducial volumes (dotted line), with infinite energy
resolution.
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FIG. 3: Zoom into the low energy region of the Monte Carlo
spectra shown in Figure 2. The spectra of all scatters and
single scatter events in the entire target volume overlap.

ergies, whereas single scatter events dominate in the low
energy region, and the multiple scatter cut does not yield
a significant reduction of the background rate. Further
background reduction can be achieved with fiducial vol-
ume cuts.
In Figure 3 several characteristic X-rays can be seen.

The xenon K-shell fluorescence peaks appear at 30 keV
and 34 keV. The X-ray peaks at 15, 75, 85 and 90 keV are
from Pb and Bi close to the target volume, for example
in PTFE walls. In addition, there is a 46 keV gamma
line from 210Pb decay, and 63 keV gamma line from the
decay of 234Th. Due to their short mean free path, these
low energy lines can be observed only at the edge of the
LXe volume. After applying a cut on the position of
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Figure 2: Measured � ray spectrum in the LUX drift re-
gion (black), with peak identification labels. A 225 kg
fiducial volume is used for the analysis, removing the top
and bottom 2 cm of the drift region, and using no radial
cut. Data includes both SS and MS events. Event en-
ergies are reconstructed from the combination of S1 and
S2 signals. Horizontal error bars are shown, represent-
ing systematic uncertainties in energy reconstruction for
high-energy events. Two simulation spectra are shown for
comparison. A spectrum based on positive counting mea-
surements alone is shown in gray solid. The spectrum with
best-fit scaling for 238U, 232Th, 40K, and 60Co decays, with
independent rates in top, bottom, and side regions of the
detector, is shown as gray dashed (red, in color). Fitting
was performed for energies above 500 keVee. Energies be-
low 500 keVee are shown to illustrate the continued agree-
ment between � ray spectra and measured data below the
fitting threshold. The spectrum shown has a lower bound
at 200 keVee. Best-fit decay rates are listed in Table 3.

Figure 3: LUX � ray ER background density in the range
0.9–5.3 keVee as a function of position, extrapolated from
high-energy measurements based on Monte Carlo spectra.
Rates are in units of log10 (DRUee). The 118 kg fiducial
volume used in the 85.3 day WIMP search run is overlaid
as the black dashed contour.

2.3. Cosmogenic Xenon Radioisotopes
2.3.1. Production Models

The rate of production of noble element radioisotopes
in Xe due to cosmic ray exposure was assessed using the
ACTIVIA simulation package [11]. The ACTIVIA code
modeled isotope production in natural Xe after a 150 day
exposure at sea level. Only noble elements were consid-
ered, as the LUX purification system is presumed to sup-
press the concentration of non-noble radioisotopes below
significance [14, 15].

The short-term exposure history of the LUX Xe is well
known. From April 2012 to December 2012, the Xe was lo-
cated at Case Western Reserve University (altitude 200 m)
in a basement laboratory, where it was processed for Kr
removal as discussed in Sec. 2.5. The Xe was shipped by
ground to Sanford in separate batches and stored above
ground (altitude 1.6 km), before being brought under-
ground on January 30, 2013. This adds up to roughly half
the total Xe load in LUX having spent 49 days at Sanford
Aboveground Laboratory altitude, and the other half hav-
ing spent 7 days at that altitude. Reference [13] provides
some guidance for how to scale the muon-induced neutron
flux and spectrum with altitude, which can be input into
activation simulations. However, the effect of immediate
surroundings in the lab can introduce an important sys-
tematic error in particular on the flux of thermal neutrons
incident on the Xe. LUX does not have measurements
of the thermal neutron flux at the various relevant loca-
tions. In the calculations below, the sea-level activation
results from ACTIVIA were used as a starting point. Sep-
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II. RECONSTRUCTING NUCLEAR RECOIL
ENERGY

Lindhard et al. [3] calculated a general expression
for the expected fraction of nuclear recoil energy that
is transferred to electrons. It can be written as

f

n

= k · g/(1 + k · g), (3)

with k = 0.133 Z

2/3
A

�1/2. Physically, k is a propor-
tionality constant between the electronic stopping power
dE/dx and the velocity of the projectile (which in this
context is a recoiling xenon atom). The relation is most
simply expressed in terms of dimensionless variables,
as in [3]. For xenon, Lindhard’s calculation results in
k = 0.166. Recently, Hitachi calculated from first prin-
ciples the electronic stopping power of recoiling xenon
atoms in a liquid xenon target. The result is shown in
Fig. 5 of [6], and discussed further in [16]. In terms of
the dimensionless variables of [3], his calculation corre-
sponds to k = 0.110. Note that no analytic form was
given for the energy-dependent function g in [3], and we
have used the parameterization given in [25]. In Fig. 1
we show f

n

as calculated from Eq. 3, for these two val-
ues of k (solid and dashed curves). In [3], Lindhard et

al. cautioned that “Maybe the greatest uncertainty is
the proportionality factor, k... [which] is often on the
interval 0.10 < k < 0.20.” Ideally, the remedy for this
uncertainty may be obtained from data.

In order to compare with data, we write Eq. 2 as

f

n

= ✏(
S1

↵1
+

S2

↵2
)/E

nr

, (4)

with n

�

and n

e

in terms of the experimentally mea-
sured quantities S1 and S2. These are just the num-
ber of recorded photoelectrons in the primary scintilla-
tion and ionization (measured from proportional scintil-
lation) signals in a dual-phase xenon detector. The num-
ber of primary scintillation photons is n

�

= S1/↵1, where
↵1 ⇠ O(0.1) is the total e�ciency to convert a scintilla-
tion photon to a detectable photoelectron. The number
of ionized electrons is n

e

= S2/↵2, where ↵2 ⇠ O(10)
is the number of photoelectrons registered from the pro-
portional scintillation resulting from a single ionized elec-
tron. While ↵2 is reasonably easy to measure in dual-
phase liquid xenon detectors, ↵1 is di�cult to measure
directly. As a result, experiments instead quote the scin-
tillation light yield L

y

(units of photoelectrons / keV)
of a mono-energetic gamma source. The proportionality
constant between ↵1 and L

y

depends strongly on both
the incident gamma energy and the electric field (E

d

)
applied across the liquid xenon target. For a 122 keV
gamma from 57Co at E

d

= 0, a detector-independent
expression for the proportionality is ↵1 = 0.015L

y

[23].
We need ↵1 in order to use Eq. 4, and first cross-check

the relationship given above, which implies ↵1 = 0.080
[23] for the XENON10 detector [24]. XENON10 mea-
sured ↵2 = 24 ± 1 [28] from the background distribution

of single electrons. The value of ↵1 is also uniquely de-
termined by requiring Eq. 1 to reproduce the correct
peak positions of gamma lines. Since the energy scale
is linear, any mono-energetic source will su�ce. From
the 164 keV gamma observed by XENON10, we find
↵1 = 0.078 ± 0.005.
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FIG. 1. Quenching of electronic excitation from nuclear re-
coils in liquid xenon: from [11] ( ), from [11] as corrected
by [29] (F, uncertainty not shown but similar to  ), from
[12] (#) and from [28] (⌃). Also shown are the theoretical
prediction [3] for two calculated values of k (solid and dashed
curves).

Simultaneous measurements of the scintillation (L
eff

)
and ionization (Q

y

) yield of liquid xenon as a function of
E

nr

were obtained by Manzur et al. [11]. Their ionization
yield data was presented in terms of n

e

(so we do not need
↵2), and their scintillation data in terms of L

y

for 122 keV
gammas. Using the scaling relation given above, we infer
↵1 for their detector. We then use Eq. 4 to cast the
results from [11] in terms of f

n

. This is shown in Fig. 1
(as  , with 1� uncertainty). The combined L

eff

and Q
y

measurements of Manzur et al. are not quite consistent
with the XENON10 nuclear recoil band measurement [7].
In [29] it is argued that for the three data points below
E

nr

' 6 keV, the most likely origin of the disagreement
is that Q

y

was overstated by about 1� due to spurious
threshold e↵ects. The Manzur et al. data as corrected
by [29] is also shown in Fig. 1 (as F, uncertainty similar
but omitted for clarity).

The experiments described in [24] and [11] (and, for
that matter, [2]) obtained their data with di↵erent val-
ues of E

d

. Although the values of E

d

ranged from about
0.5 kV/cm [2] to 1.0 kV/cm [11], the e↵ects of this dif-
ference are negligible. As shown in Fig. 3 of [6], the
scintillation and ionization signals from nuclear recoils
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Fig. 4 Trigger efficiency (black, left y-axis) as a function of the com-
plete measurement time. Each data point is determined as the fraction
of 0.4 keV heater pulses triggering in the respective time bin. For the
same time bins also the fitted peak positions and the fit errors for Mn
Ka (blue) and Kb (magenta) from the 55Fe-source are drawn (scale
on the right y-axis). Only small deviations from the fitted total mean
values (dashed lines) are observed. The constant spread of the corre-
sponding data (grey points) illustrates a stable line width.

ergies. To prove a stable trigger efficiency over time we pe-
riodically inject low-energy heater pulses (corresponding to
⇠ 0.4 keV). In figure 4 the fraction of these pulses triggering
is shown in black together with statistical (binomial) errors.
The trigger efficiency at 0.4 keV is slightly higher (⇠95 %)
in the final data set compared to the one determined in fig-
ure 1 (⇠90 %). Thus, the value of 307 eV measured for the
threshold energy is conservative.

The high statistics in the 55Fe double-peak allows us to
monitor the accuracy of our energy reconstruction and the
stability of the energy resolution at low energies over time.
In each time bin a combined fit of two Gaussians is per-
formed to extract the reconstructed peak positions of the Ka
(blue) and Kb (magenta) lines (see figure 4). The small vari-
ations of the peak positions show the very stable operation of
the detector. In addition, a scatter plot of the relevant events
(grey dots) further illustrates that the means and also the line
widths of the two peaks remain stable over time.

6 Light Yield

In figure 5 we present the light yield – defined for every
event as the ratio of light to phonon signal – as a function
of energy. Recoils on electrons have the highest light out-
put, set to one by calibration (at 122 keV). The solid blue
lines mark the 90 % upper and lower boundaries of the e�/g-
band, with 80 % of electron recoil events expected in-between.
The band is determined by an unbinned likelihood fit to the
data [7]. Two prominent features can be seen in the e�/g-
band, the double peak at ⇠ 6 keV originating from the 55Fe-
source and a b -decay spectrum from an intrinsic contam-
ination in the crystal with 210Pb starting at 46.5 keV. As

Fig. 5 Data taken with the detector module Lise depicted in the light
yield - energy plane. The solid lines mark the 90 % upper and lower
boundaries of the e�/g-band (blue), the band for recoils off oxygen
(red) and off tungsten (green). The dashed blue line corresponds to the
lower 5 s boundary of the e�/g-band, events outside are marked with a
blue circle. The upper boundary of the acceptance region (yellow area)
is set to the middle of the oxygen band (dashed dotted red), the lower
one to the 99.5 % lower boundary of the tungsten band. Events therein
are additionally highlighted in red.

mentioned before, in this analysis we do not correct the en-
ergy for events exhibiting a different energy sharing between
phonon and light detector compared to the 122 keV g-rays
used for calibration. Thus, small statistical fluctuations in
light output cause a slight tilt of the left shoulder of the
210Pb b -spectrum [6, 11].

Nuclear recoils produce less light than electron recoils,
as quantified by the quenching factor for the respective tar-
get nucleus. The quenching factors, including their energy
dependence, are precisely known from dedicated external
measurements [12] and allow to analytically calculate the
nuclear recoil bands for scatterings off tungsten (solid green),
calcium (not shown) and oxygen (solid red), starting from
the e�/g-band. The validity of this approach is, for example,
shown in [8] and was confirmed with a neutron calibration.

There are four events (blue circles) in the data well be-
low the 5 s lower boundary of the e�/g-band (dashed blue).
These events are statistically incompatible with leakage and,
thus, indicate the presence of an additional source of events
in this module, apart from e�/g-background. As discussed
in the introduction, Lise is of a conventional module design
using non-scintillating clamps to hold the crystal and, there-
fore, is not capable of vetoing all events originating from a-
decays on or slightly below surfaces [7, 8]. Additional data
from Lise (before lowering the threshold) and the ten other
conventional modules further underpins this explanation.
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is supplied with high voltage through the voltage divider
circuit mounted on a base made from Cirlex. The base
is approximated in the model as a homogenous unit.

The XENON100 data acquisition system (DAQ) dig-
itizes the full waveform of the 242 PMTs at 100 MHz,
where the time window for an event is 400 µs, more than
twice the maximum electron drift time. If a particle has
deposited energy at multiple places in the target, then
two or more S2 pulses are recorded in the trace. Such
an event is a multiple scatter event and is rejected in the
analysis since the predicted behavior of the WIMP, due
to its very low scattering cross-section, is a single scatter
event.

For the calculation of the final background rate in the
Monte Carlo simulations, multiple scatter events are re-
jected taking into account the finite position resolution
of the detector. A multiple scatter event is considered
as a single scatter event if the interactions happen less
than 3 mm apart in Z. This position resolution is given
by the width of the S2 signals and the peak separation
e�ciency of the S2 peak finder algorithm.

III. BACKGROUND DUE TO RADIOACTIVE
CONTAMINATION IN THE DETECTOR AND

SHIELD MATERIALS

Special care has been taken to select detector and
shield materials according to their radioactive contam-
ination. Before detector construction, the majority of
materials planned to be used were screened with low
background Ge detectors in order to determine their in-
trinsic radioactivity, mostly due to residual 238U, 232Th,
40K, and 60Co contamination. XENON has access to a
dedicated screening facility underground at LNGS, the
Gator detector [10]. Moreover, the LNGS screening fa-
cility, with some of the most sensitive Ge detectors in
the world [11], has also been used. The radioactive con-
tamination of the materials used for detector and shield
construction is shown in Table I. For more details, see
Ref. [12].

Decays of the radioactive isotopes in the materials
listed in Table I have been simulated with GEANT4,
and the corresponding background rates have been cal-
culated. The measured activities have been used as an
input information for the Monte Carlo simulations and
background predictions. For the analysis presented here,
the upper limits are treated as detection values.

Figure 2 shows the spectra in the entire energy range,
and Figure 3 in the region of interest. The energy range
for the background rate calculation is chosen to be su�-
ciently wide, up to 100 keV, to include the signal region
for inelastic dark matter which is predicted to be in a
higher energy range than the one from standard elastic
WIMP scattering [13]. The e↵ect of the discrimination
between multiple and single scatter events on the back-
ground rate can be seen in Figure 2: the multiple scatter
behavior of incident gamma rays is typical for higher en-
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FIG. 2: (Color online) Predicted background from the detec-
tor and shield materials: energy spectra of all events (thin
dashed line) and single scatters (solid line) in the entire 62 kg
LXe target, and single scatters in the 40 kg (thick dashed line)
and 30 kg fiducial volumes (dotted line), with infinite energy
resolution.
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FIG. 3: Zoom into the low energy region of the Monte Carlo
spectra shown in Figure 2. The spectra of all scatters and
single scatter events in the entire target volume overlap.

ergies, whereas single scatter events dominate in the low
energy region, and the multiple scatter cut does not yield
a significant reduction of the background rate. Further
background reduction can be achieved with fiducial vol-
ume cuts.
In Figure 3 several characteristic X-rays can be seen.

The xenon K-shell fluorescence peaks appear at 30 keV
and 34 keV. The X-ray peaks at 15, 75, 85 and 90 keV are
from Pb and Bi close to the target volume, for example
in PTFE walls. In addition, there is a 46 keV gamma
line from 210Pb decay, and 63 keV gamma line from the
decay of 234Th. Due to their short mean free path, these
low energy lines can be observed only at the edge of the
LXe volume. After applying a cut on the position of
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Figure 2: Measured � ray spectrum in the LUX drift re-
gion (black), with peak identification labels. A 225 kg
fiducial volume is used for the analysis, removing the top
and bottom 2 cm of the drift region, and using no radial
cut. Data includes both SS and MS events. Event en-
ergies are reconstructed from the combination of S1 and
S2 signals. Horizontal error bars are shown, represent-
ing systematic uncertainties in energy reconstruction for
high-energy events. Two simulation spectra are shown for
comparison. A spectrum based on positive counting mea-
surements alone is shown in gray solid. The spectrum with
best-fit scaling for 238U, 232Th, 40K, and 60Co decays, with
independent rates in top, bottom, and side regions of the
detector, is shown as gray dashed (red, in color). Fitting
was performed for energies above 500 keVee. Energies be-
low 500 keVee are shown to illustrate the continued agree-
ment between � ray spectra and measured data below the
fitting threshold. The spectrum shown has a lower bound
at 200 keVee. Best-fit decay rates are listed in Table 3.

Figure 3: LUX � ray ER background density in the range
0.9–5.3 keVee as a function of position, extrapolated from
high-energy measurements based on Monte Carlo spectra.
Rates are in units of log10 (DRUee). The 118 kg fiducial
volume used in the 85.3 day WIMP search run is overlaid
as the black dashed contour.

2.3. Cosmogenic Xenon Radioisotopes
2.3.1. Production Models

The rate of production of noble element radioisotopes
in Xe due to cosmic ray exposure was assessed using the
ACTIVIA simulation package [11]. The ACTIVIA code
modeled isotope production in natural Xe after a 150 day
exposure at sea level. Only noble elements were consid-
ered, as the LUX purification system is presumed to sup-
press the concentration of non-noble radioisotopes below
significance [14, 15].

The short-term exposure history of the LUX Xe is well
known. From April 2012 to December 2012, the Xe was lo-
cated at Case Western Reserve University (altitude 200 m)
in a basement laboratory, where it was processed for Kr
removal as discussed in Sec. 2.5. The Xe was shipped by
ground to Sanford in separate batches and stored above
ground (altitude 1.6 km), before being brought under-
ground on January 30, 2013. This adds up to roughly half
the total Xe load in LUX having spent 49 days at Sanford
Aboveground Laboratory altitude, and the other half hav-
ing spent 7 days at that altitude. Reference [13] provides
some guidance for how to scale the muon-induced neutron
flux and spectrum with altitude, which can be input into
activation simulations. However, the effect of immediate
surroundings in the lab can introduce an important sys-
tematic error in particular on the flux of thermal neutrons
incident on the Xe. LUX does not have measurements
of the thermal neutron flux at the various relevant loca-
tions. In the calculations below, the sea-level activation
results from ACTIVIA were used as a starting point. Sep-

7

2

II. RECONSTRUCTING NUCLEAR RECOIL
ENERGY

Lindhard et al. [3] calculated a general expression
for the expected fraction of nuclear recoil energy that
is transferred to electrons. It can be written as

f

n

= k · g/(1 + k · g), (3)

with k = 0.133 Z

2/3
A

�1/2. Physically, k is a propor-
tionality constant between the electronic stopping power
dE/dx and the velocity of the projectile (which in this
context is a recoiling xenon atom). The relation is most
simply expressed in terms of dimensionless variables,
as in [3]. For xenon, Lindhard’s calculation results in
k = 0.166. Recently, Hitachi calculated from first prin-
ciples the electronic stopping power of recoiling xenon
atoms in a liquid xenon target. The result is shown in
Fig. 5 of [6], and discussed further in [16]. In terms of
the dimensionless variables of [3], his calculation corre-
sponds to k = 0.110. Note that no analytic form was
given for the energy-dependent function g in [3], and we
have used the parameterization given in [25]. In Fig. 1
we show f

n

as calculated from Eq. 3, for these two val-
ues of k (solid and dashed curves). In [3], Lindhard et

al. cautioned that “Maybe the greatest uncertainty is
the proportionality factor, k... [which] is often on the
interval 0.10 < k < 0.20.” Ideally, the remedy for this
uncertainty may be obtained from data.

In order to compare with data, we write Eq. 2 as

f

n

= ✏(
S1

↵1
+

S2

↵2
)/E

nr

, (4)

with n

�

and n

e

in terms of the experimentally mea-
sured quantities S1 and S2. These are just the num-
ber of recorded photoelectrons in the primary scintilla-
tion and ionization (measured from proportional scintil-
lation) signals in a dual-phase xenon detector. The num-
ber of primary scintillation photons is n

�

= S1/↵1, where
↵1 ⇠ O(0.1) is the total e�ciency to convert a scintilla-
tion photon to a detectable photoelectron. The number
of ionized electrons is n

e

= S2/↵2, where ↵2 ⇠ O(10)
is the number of photoelectrons registered from the pro-
portional scintillation resulting from a single ionized elec-
tron. While ↵2 is reasonably easy to measure in dual-
phase liquid xenon detectors, ↵1 is di�cult to measure
directly. As a result, experiments instead quote the scin-
tillation light yield L

y

(units of photoelectrons / keV)
of a mono-energetic gamma source. The proportionality
constant between ↵1 and L

y

depends strongly on both
the incident gamma energy and the electric field (E

d

)
applied across the liquid xenon target. For a 122 keV
gamma from 57Co at E

d

= 0, a detector-independent
expression for the proportionality is ↵1 = 0.015L

y

[23].
We need ↵1 in order to use Eq. 4, and first cross-check

the relationship given above, which implies ↵1 = 0.080
[23] for the XENON10 detector [24]. XENON10 mea-
sured ↵2 = 24 ± 1 [28] from the background distribution

of single electrons. The value of ↵1 is also uniquely de-
termined by requiring Eq. 1 to reproduce the correct
peak positions of gamma lines. Since the energy scale
is linear, any mono-energetic source will su�ce. From
the 164 keV gamma observed by XENON10, we find
↵1 = 0.078 ± 0.005.
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FIG. 1. Quenching of electronic excitation from nuclear re-
coils in liquid xenon: from [11] ( ), from [11] as corrected
by [29] (F, uncertainty not shown but similar to  ), from
[12] (#) and from [28] (⌃). Also shown are the theoretical
prediction [3] for two calculated values of k (solid and dashed
curves).

Simultaneous measurements of the scintillation (L
eff

)
and ionization (Q

y

) yield of liquid xenon as a function of
E

nr

were obtained by Manzur et al. [11]. Their ionization
yield data was presented in terms of n

e

(so we do not need
↵2), and their scintillation data in terms of L

y

for 122 keV
gammas. Using the scaling relation given above, we infer
↵1 for their detector. We then use Eq. 4 to cast the
results from [11] in terms of f

n

. This is shown in Fig. 1
(as  , with 1� uncertainty). The combined L

eff

and Q
y

measurements of Manzur et al. are not quite consistent
with the XENON10 nuclear recoil band measurement [7].
In [29] it is argued that for the three data points below
E

nr

' 6 keV, the most likely origin of the disagreement
is that Q

y

was overstated by about 1� due to spurious
threshold e↵ects. The Manzur et al. data as corrected
by [29] is also shown in Fig. 1 (as F, uncertainty similar
but omitted for clarity).

The experiments described in [24] and [11] (and, for
that matter, [2]) obtained their data with di↵erent val-
ues of E

d

. Although the values of E

d

ranged from about
0.5 kV/cm [2] to 1.0 kV/cm [11], the e↵ects of this dif-
ference are negligible. As shown in Fig. 3 of [6], the
scintillation and ionization signals from nuclear recoils

Sorensen, Dahl 
1101.6080

Quenching: Up to 3 MeVee ≈ 10 MeVnr

present: inelastic DM could be lurking in high nuclear recoil 
data of existing experiments: go and look!

future: don’t limit searches to low-recoil

BUT: experiments are sensitive to high recoil events

ex.
5

Fig. 4 Trigger efficiency (black, left y-axis) as a function of the com-
plete measurement time. Each data point is determined as the fraction
of 0.4 keV heater pulses triggering in the respective time bin. For the
same time bins also the fitted peak positions and the fit errors for Mn
Ka (blue) and Kb (magenta) from the 55Fe-source are drawn (scale
on the right y-axis). Only small deviations from the fitted total mean
values (dashed lines) are observed. The constant spread of the corre-
sponding data (grey points) illustrates a stable line width.

ergies. To prove a stable trigger efficiency over time we pe-
riodically inject low-energy heater pulses (corresponding to
⇠ 0.4 keV). In figure 4 the fraction of these pulses triggering
is shown in black together with statistical (binomial) errors.
The trigger efficiency at 0.4 keV is slightly higher (⇠95 %)
in the final data set compared to the one determined in fig-
ure 1 (⇠90 %). Thus, the value of 307 eV measured for the
threshold energy is conservative.

The high statistics in the 55Fe double-peak allows us to
monitor the accuracy of our energy reconstruction and the
stability of the energy resolution at low energies over time.
In each time bin a combined fit of two Gaussians is per-
formed to extract the reconstructed peak positions of the Ka
(blue) and Kb (magenta) lines (see figure 4). The small vari-
ations of the peak positions show the very stable operation of
the detector. In addition, a scatter plot of the relevant events
(grey dots) further illustrates that the means and also the line
widths of the two peaks remain stable over time.

6 Light Yield

In figure 5 we present the light yield – defined for every
event as the ratio of light to phonon signal – as a function
of energy. Recoils on electrons have the highest light out-
put, set to one by calibration (at 122 keV). The solid blue
lines mark the 90 % upper and lower boundaries of the e�/g-
band, with 80 % of electron recoil events expected in-between.
The band is determined by an unbinned likelihood fit to the
data [7]. Two prominent features can be seen in the e�/g-
band, the double peak at ⇠ 6 keV originating from the 55Fe-
source and a b -decay spectrum from an intrinsic contam-
ination in the crystal with 210Pb starting at 46.5 keV. As

Fig. 5 Data taken with the detector module Lise depicted in the light
yield - energy plane. The solid lines mark the 90 % upper and lower
boundaries of the e�/g-band (blue), the band for recoils off oxygen
(red) and off tungsten (green). The dashed blue line corresponds to the
lower 5 s boundary of the e�/g-band, events outside are marked with a
blue circle. The upper boundary of the acceptance region (yellow area)
is set to the middle of the oxygen band (dashed dotted red), the lower
one to the 99.5 % lower boundary of the tungsten band. Events therein
are additionally highlighted in red.

mentioned before, in this analysis we do not correct the en-
ergy for events exhibiting a different energy sharing between
phonon and light detector compared to the 122 keV g-rays
used for calibration. Thus, small statistical fluctuations in
light output cause a slight tilt of the left shoulder of the
210Pb b -spectrum [6, 11].

Nuclear recoils produce less light than electron recoils,
as quantified by the quenching factor for the respective tar-
get nucleus. The quenching factors, including their energy
dependence, are precisely known from dedicated external
measurements [12] and allow to analytically calculate the
nuclear recoil bands for scatterings off tungsten (solid green),
calcium (not shown) and oxygen (solid red), starting from
the e�/g-band. The validity of this approach is, for example,
shown in [8] and was confirmed with a neutron calibration.

There are four events (blue circles) in the data well be-
low the 5 s lower boundary of the e�/g-band (dashed blue).
These events are statistically incompatible with leakage and,
thus, indicate the presence of an additional source of events
in this module, apart from e�/g-background. As discussed
in the introduction, Lise is of a conventional module design
using non-scintillating clamps to hold the crystal and, there-
fore, is not capable of vetoing all events originating from a-
decays on or slightly below surfaces [7, 8]. Additional data
from Lise (before lowering the threshold) and the ten other
conventional modules further underpins this explanation.

CRESST 1509.01515
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Figure 1: The shaded region is the available range of recoil energies on a nuclear target, for a given
DM mass splitting and incoming DM speed in the laboratory frame. The contours indicate mass
splitting � = 0 in solid, � = 100, 200, 300, 400, 500 keV in dashed, dotted-dashed, dotted, long-
dashed, and fine dotted, respectively. The dashed grey horizontal lines indicate the maximum recoil
energy windows used by collaborations including CDMS [26,27], DarkSide [28], PICO-60 [29], Xenon
Experiments (LUX [30], PandaX II [31], XENON100 [32]), and CRESST II [33]. Note that the
maximum incoming terrestrial dark matter speed is expected to be 780+54

�41 km/s, Ref. [34].
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Figure 1: The shaded region is the available range of recoil energies on a nuclear target, for a given
DM mass splitting and incoming DM speed in the laboratory frame. The contours indicate mass
splitting � = 0 in solid, � = 100, 200, 300, 400, 500 keV in dashed, dotted-dashed, dotted, long-
dashed, and fine dotted, respectively. The dashed grey horizontal lines indicate the maximum recoil
energy windows used by collaborations including CDMS [26,27], DarkSide [28], PICO-60 [29], Xenon
Experiments (LUX [30], PandaX II [31], XENON100 [32]), and CRESST II [33]. Note that the
maximum incoming terrestrial dark matter speed is expected to be 780+54

�41 km/s, Ref. [34].
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Figure 1: The shaded region is the available range of recoil energies on a nuclear target, for a given
DM mass splitting and incoming DM speed in the laboratory frame. The contours indicate mass
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Experiments (LUX [30], PandaX II [31], XENON100 [32]), and CRESST II [33]. Note that the
maximum incoming terrestrial dark matter speed is expected to be 780+54

�41 km/s, Ref. [34].
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Figure 1: The shaded region is the available range of recoil energies on a nuclear target, for a given
DM mass splitting and incoming DM speed in the laboratory frame. The contours indicate mass
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maximum incoming terrestrial dark matter speed is expected to be 780+54

�41 km/s, Ref. [34].
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Figure 1: The shaded region is the available range of recoil energies on a nuclear target, for a given
DM mass splitting and incoming DM speed in the laboratory frame. The contours indicate mass
splitting � = 0 in solid, � = 100, 200, 300, 400, 500 keV in dashed, dotted-dashed, dotted, long-
dashed, and fine dotted, respectively. The dashed grey horizontal lines indicate the maximum recoil
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maximum incoming terrestrial dark matter speed is expected to be 780+54

�41 km/s, Ref. [34].
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high recoil data can probe farthest in δ for heavy targets

and for mX ≫ mN
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putting everything together
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Figure 3: Rate for dark matter nucleon scattering assuming a DM-nucleon cross-section �n =
10�40 cm2 and a target made purely of 132Xe. Blue (red) lines indicate d�/dER for mX = 1 TeV
(= 10 TeV) inelastic dark matter, with � = 0, 100, 200, 300, 400 keV mass splittings between dark
matter states, as indicated. The vertical line marks the maximum recoil energy considered by LUX
in [30].

where �n and µn are the dark matter-nucleon scattering cross-section and reduced mass, A and Z are
the nuclear atomic mass and number, and fp(fn) encapsulate the DM-proton (DM-neutron) e↵ective
couplings. All of the energy dependence lies in F 2(ER), the nuclear form factor that characterizes
how coherently dark matter scatters o↵ the nucleus.

Detailed recoil energy dependent form factors have been calculated using nuclear physics models
for several relevant DM scattering elements and isotopes. Whenever possible, we use the results of
the most recent calculations, notably Ref. [39] calculate form factors for xenon. For elements/isotopes
where calculations are not publicly available, such as tungsten and iodine, we will use the Helm form
factor. The form factors (either Helm or from dedicated nuclear calculations) suppress higher-energy
scattering events which probe the sub-structure of the nuclei. As inelastic scattering involves large
recoil energies, form factor suppression will play a much larger role than in elastic scattering. Ad-
ditionally, the (spin-independent) form factors have several ‘zeros’, recoil energies corresponding to
momentum exchanges where the scattering contributions from di↵erent nucleons destructively inter-
fere. The specifics of the form factors we use can be found in appendix A.

We are now ready to examine the recoil rate as a function of inelastic mass splitting. We will
look at two di↵erent DM masses, 1TeV and 10TeV, colliding with two di↵erent nuclear targets,
xenon (A = 132), and tungsten (A = 184). The DM mass and nuclear parameters completely specify
the spin-independent scattering d�/dER in the limit of equal DM-proton and DM-neutron couplings
(fn = fp), up to an overall scaling by �n. For both masses and targets, we take vesc = 533 km/s,
average velocity v0 = 220 km/s and pick spring/autumn so that ve = 232 km/s, and assume a
DM density of 0.3GeV/cm3. The only remaining input is the DM mass splitting �, which sets the
minimum scattering velocity.
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exact rate will be sensitive to the tail of the velocity 
distribution and large ER part of form factors
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Figure 5: Constraints on dark matter nucleon scattering (90% confidence), assuming integrated
luminosities, event rates, and nuclear masses for LUX [30, 40], PandaX II [31], PICO-60 [29], and
CRESST II [33]. Presently available recoil energy ranges (ER) used to derive bounds are indicated,
along with extended “inelastic frontier” recoil energy ranges. The dotted horizontal line indicates
the approximate Higgsino-nucleon inelastic cross-section for reference (⇠ 10�39 cm2). The bands
show how bounds vary within the 90% confidence allowed values of the escape velocity given in [34],
vesc = 533+54

�41 km/s.

e�ciencies as before. In the case of PICO, which collects events with recoil energies up to ⇠ 1 MeV,
no improvement is possible. For LUX-PandaX and CRESST, with no high-recoil background publicly
available, we assume zero background events in the high energy bins, i.e that LUX-PandaX contains
no events between 30 � 500 keV, and CRESST II observes no events between 120 � 500 keV – but
the overall exposure and e�ciency rescaling factors are kept the same. Since e�ciencies are typically
better at high recoil energy, where the bulk of signal events would reside for large � dark matter, we
anticipate that this rescaling will give conservative results. The resulting sensitivities are shown in
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bration data sets are dominated by recoils of a particular
nucleus (e.g. iodine in the pion beam data of [25]), they
do contain contributions from all three nuclei. In the
global fit, the size of the contribution from each individ-
ual recoil are allowed to float to minimize sensitivity to a
given dark matter candidate. As an example, the curves
used to determine the sensitivity to a 20 GeV SD WIMP
are shown as the dashed lines in the top panel of Fig. 4.
Since the SD sensitivity mostly arises through fluorine
interactions, our analysis assumes the weakest possible
response for fluorine allowed by the data by maximizing
the contributions from carbon and iodine. The bottom
panel of Fig. 4 shows the curves used to determine sensi-
tivity to a 20 GeV SI WIMP, where the iodine response
is reduced in favor of increased carbon and fluorine re-
sponses.

As 75% of the livetime was accumulated at thresholds
within 20% of 13.6 keV, deviations from the characteris-
tic observed E/E

T

scaling behavior have a small e↵ect on
the final result. To give an extreme example, if all data
taken at E

T

< 13.6 followed the same response function
as that measured at 13.6 keV (i.e. assuming no improve-
ment in sensitivity at the lower Seitz thresholds) and we
scale by E/E

T

for E
T

> 13.6, the final results presented
in Sec. VI for both SI and SD WIMP scattering would be
13% less sensitive for a 100 GeV WIMP mass and 10%
less sensitive for WIMP masses greater than 200 GeV.

IV. BACKGROUND MODELING AND
PREDICTION

Neutrons in the active volume can be produced by
(↵,n) reactions and fission neutrons from radioactivity
in the detector components, by cosmogenic activation,
and by photonuclear interactions. Before installation, all
detector components in proximity to the active volume
were screened for radioactivity, and the results from this
screening are incorporated into a detailed Monte Carlo
simulation of the detector. Neutron production rates and
energy spectra for (↵,n) reactions are evaluated with a
modified version of the SOURCES-4c code [23, 27], where
the contributions to neutron backgrounds primarily come
from alpha decays in the 238U, 232Th and 235U decay
chains. The rate and angular distribution of cosmogenic
neutrons produced in the cavern rock are taken from [28]
and normalized to the muon flux measured by the SNO
experiment [29]. The neutrons are propagated through
the detector using GEANT4 [30] (version 4.10.00p03)
to the target fluid. The predicted number of neutron-
induced single-bubble events during the WIMP search
data is 1.0± 0.3. The simulation returns the same num-
ber of multiple-bubble events as single-bubble events,
and the predicted number of neutron-induced multiple-
bubble events is also 1.0 ± 0.3. The uncertainty on the
prediction arises from a combination of screening uncer-
tainties, (↵,n) cross section uncertainties, and imperfect
knowledge of the material composition of some compo-
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FIG. 4. The best fit iodine (black), fluorine (red), and car-
bon (magenta) e�ciency curves for ET = 13.6 keV data are
shown by the solid lines, and the light blue band shows the
calculated Seitz threshold with the experimental and theoret-
ical uncertainties (the solid curves are the same in both the
top and bottom panels). In the top panel, the dashed lines
show the curves used to determine sensitivity for a 20 GeV
SD WIMP, corresponding to the set of curves with the least
sensitivity to 20 GeV SD WIMP scattering consistent with
the calibration data at 1�, while the dashed lines in the bot-
tom panel show the curves used to determine sensitivity for
a 20 GeV SI WIMP. The onset of nucleation for fluorine and
carbon recoils occurs at energies greater than twice the Seitz
threshold, while the response to iodine is much closer to the
Seitz model.

nents. The leading source of events is cosmogenic neu-
trons produced in the rock and punching through the
water shield, accounting for about 1/3 of the neutron
backgrounds. The remainder come primarily from a com-
bination of (↵,n) sources in acoustic sensor cabling, a set
of thermocouples in the pressure vessel, and the retrore-
flector used for illumination.

We use the Monte Carlo simulations with input from
screening of materials to predict the rate of gamma in-
teractions in the detector from the 238U, 232Th and
235U decay chains, as well as from 40K decays. Previ-
ously we found the nucleation e�ciency for gamma in-
teractions to decrease exponentially with threshold, from
5 ⇥ 10�8 at 7 keV threshold to < 10�9 for thresholds
above 11 keV [10], where the e�ciency is defined as the
fraction of above-threshold interactions of any kind that
nucleate bubbles. This excellent gamma rejection was
confirmed with in situ gamma calibrations and results in
an expectation of fewer than 0.1 electronic recoil nucle-

5

Fig. 4 Trigger efficiency (black, left y-axis) as a function of the com-
plete measurement time. Each data point is determined as the fraction
of 0.4 keV heater pulses triggering in the respective time bin. For the
same time bins also the fitted peak positions and the fit errors for Mn
Ka (blue) and Kb (magenta) from the 55Fe-source are drawn (scale
on the right y-axis). Only small deviations from the fitted total mean
values (dashed lines) are observed. The constant spread of the corre-
sponding data (grey points) illustrates a stable line width.

ergies. To prove a stable trigger efficiency over time we pe-
riodically inject low-energy heater pulses (corresponding to
⇠ 0.4 keV). In figure 4 the fraction of these pulses triggering
is shown in black together with statistical (binomial) errors.
The trigger efficiency at 0.4 keV is slightly higher (⇠95 %)
in the final data set compared to the one determined in fig-
ure 1 (⇠90 %). Thus, the value of 307 eV measured for the
threshold energy is conservative.

The high statistics in the 55Fe double-peak allows us to
monitor the accuracy of our energy reconstruction and the
stability of the energy resolution at low energies over time.
In each time bin a combined fit of two Gaussians is per-
formed to extract the reconstructed peak positions of the Ka
(blue) and Kb (magenta) lines (see figure 4). The small vari-
ations of the peak positions show the very stable operation of
the detector. In addition, a scatter plot of the relevant events
(grey dots) further illustrates that the means and also the line
widths of the two peaks remain stable over time.

6 Light Yield

In figure 5 we present the light yield – defined for every
event as the ratio of light to phonon signal – as a function
of energy. Recoils on electrons have the highest light out-
put, set to one by calibration (at 122 keV). The solid blue
lines mark the 90 % upper and lower boundaries of the e�/g-
band, with 80 % of electron recoil events expected in-between.
The band is determined by an unbinned likelihood fit to the
data [7]. Two prominent features can be seen in the e�/g-
band, the double peak at ⇠ 6 keV originating from the 55Fe-
source and a b -decay spectrum from an intrinsic contam-
ination in the crystal with 210Pb starting at 46.5 keV. As

Fig. 5 Data taken with the detector module Lise depicted in the light
yield - energy plane. The solid lines mark the 90 % upper and lower
boundaries of the e�/g-band (blue), the band for recoils off oxygen
(red) and off tungsten (green). The dashed blue line corresponds to the
lower 5 s boundary of the e�/g-band, events outside are marked with a
blue circle. The upper boundary of the acceptance region (yellow area)
is set to the middle of the oxygen band (dashed dotted red), the lower
one to the 99.5 % lower boundary of the tungsten band. Events therein
are additionally highlighted in red.

mentioned before, in this analysis we do not correct the en-
ergy for events exhibiting a different energy sharing between
phonon and light detector compared to the 122 keV g-rays
used for calibration. Thus, small statistical fluctuations in
light output cause a slight tilt of the left shoulder of the
210Pb b -spectrum [6, 11].

Nuclear recoils produce less light than electron recoils,
as quantified by the quenching factor for the respective tar-
get nucleus. The quenching factors, including their energy
dependence, are precisely known from dedicated external
measurements [12] and allow to analytically calculate the
nuclear recoil bands for scatterings off tungsten (solid green),
calcium (not shown) and oxygen (solid red), starting from
the e�/g-band. The validity of this approach is, for example,
shown in [8] and was confirmed with a neutron calibration.

There are four events (blue circles) in the data well be-
low the 5 s lower boundary of the e�/g-band (dashed blue).
These events are statistically incompatible with leakage and,
thus, indicate the presence of an additional source of events
in this module, apart from e�/g-background. As discussed
in the introduction, Lise is of a conventional module design
using non-scintillating clamps to hold the crystal and, there-
fore, is not capable of vetoing all events originating from a-
decays on or slightly below surfaces [7, 8]. Additional data
from Lise (before lowering the threshold) and the ten other
conventional modules further underpins this explanation.
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Figure 5: Constraints on dark matter nucleon scattering (90% confidence), assuming integrated
luminosities, event rates, and nuclear masses for LUX [30, 40], PandaX II [31], PICO-60 [29], and
CRESST II [33]. Presently available recoil energy ranges (ER) used to derive bounds are indicated,
along with extended “inelastic frontier” recoil energy ranges. The dotted horizontal line indicates
the approximate Higgsino-nucleon inelastic cross-section for reference (⇠ 10�39 cm2). The bands
show how bounds vary within the 90% confidence allowed values of the escape velocity given in [34],
vesc = 533+54

�41 km/s.

e�ciencies as before. In the case of PICO, which collects events with recoil energies up to ⇠ 1 MeV,
no improvement is possible. For LUX-PandaX and CRESST, with no high-recoil background publicly
available, we assume zero background events in the high energy bins, i.e that LUX-PandaX contains
no events between 30 � 500 keV, and CRESST II observes no events between 120 � 500 keV – but
the overall exposure and e�ciency rescaling factors are kept the same. Since e�ciencies are typically
better at high recoil energy, where the bulk of signal events would reside for large � dark matter, we
anticipate that this rescaling will give conservative results. The resulting sensitivities are shown in

11

projected bounds including high recoil, current exposure: 
 mX = 1 TeV

including data up to 500 keV  
(assuming no new observed events)
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luminosities, event rates, and nuclear masses for LUX [30, 40], PandaX II [31], PICO-60 [29], and
CRESST II [33]. Presently available recoil energy ranges (ER) used to derive bounds are indicated,
along with extended “inelastic frontier” recoil energy ranges. The dotted horizontal line indicates
the approximate Higgsino-nucleon inelastic cross-section for reference (⇠ 10�39 cm2). The bands
show how bounds vary within the 90% confidence allowed values of the escape velocity given in [34],
vesc = 533+54
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e�ciencies as before. In the case of PICO, which collects events with recoil energies up to ⇠ 1 MeV,
no improvement is possible. For LUX-PandaX and CRESST, with no high-recoil background publicly
available, we assume zero background events in the high energy bins, i.e that LUX-PandaX contains
no events between 30 � 500 keV, and CRESST II observes no events between 120 � 500 keV – but
the overall exposure and e�ciency rescaling factors are kept the same. Since e�ciencies are typically
better at high recoil energy, where the bulk of signal events would reside for large � dark matter, we
anticipate that this rescaling will give conservative results. The resulting sensitivities are shown in
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Figure 6: Number of events per keV recoil energy for a 1 TeV mass WIMP (�n = 10�40 cm2) with
mass splitting of � = 300 keV. As shown, the ⇠ 300 keV mass splitting results in a factor of 4 yearly
modulation in the number of dark matter scattering events in xenon and iodine. Note also that for a
large inelastic mass splitting, a tungsten experiment with 1/20 the target mass achieves comparable
sensitivity to xenon and iodine experiments.

i.e. they are Majorana fermions whose masses are slightly split,6 whereas the mediator responsible
for the DM-nucleus interaction is di↵erent. We then demonstrate that it is possible to have large
inelastic scattering cross sections o↵ nuclei, and negligible elastic scattering, while avoiding other
pertinent constraints.

In the Higgsino and dark photon models, the mass of the mediator (Z and Z 0 respectively) is set
by the VEV of a scalar field that spontaneously breaks a gauge symmetry and is also responsible for
the mass splitting betweenX2 andX1. In the case of Higgsinos, the VEV is introduced by a doublet of

6There are also intriguing composite inelastic models involving excitations from a (composite) scalar to a vector
through dark photon mediation [16,17].

13

0 100 200 300 400 50010-6

10-5

10-4

0.001

0.01
127I target

200 kgs, 30 days
mx = 1 TeV
σn = 10-40 cm2

δ = 300 keV

ER (keV)

June
March
December

dR
/d

E R
   
(k

eV
-1

)

0 100 200 300 400 50010-6

10-5

10-4

0.001

0.01
132Xe target

200 kgs, 30 days
mx = 1 TeV
σn = 10-40 cm2

δ = 300 keV

ER (keV)

June
March
December

dR
/d

E R
   
(k

eV
-1

)

0 100 200 300 400 50010-6

10-5

10-4

0.001

0.01
184W target

10 kgs, 30 days
mx = 1 TeV
σn = 10-40 cm2

δ = 300 keV

ER (keV)

June
March
December

dR
/d

E R
   
(k

eV
-1

)

Figure 6: Number of events per keV recoil energy for a 1 TeV mass WIMP (�n = 10�40 cm2) with
mass splitting of � = 300 keV. As shown, the ⇠ 300 keV mass splitting results in a factor of 4 yearly
modulation in the number of dark matter scattering events in xenon and iodine. Note also that for a
large inelastic mass splitting, a tungsten experiment with 1/20 the target mass achieves comparable
sensitivity to xenon and iodine experiments.

i.e. they are Majorana fermions whose masses are slightly split,6 whereas the mediator responsible
for the DM-nucleus interaction is di↵erent. We then demonstrate that it is possible to have large
inelastic scattering cross sections o↵ nuclei, and negligible elastic scattering, while avoiding other
pertinent constraints.

In the Higgsino and dark photon models, the mass of the mediator (Z and Z 0 respectively) is set
by the VEV of a scalar field that spontaneously breaks a gauge symmetry and is also responsible for
the mass splitting betweenX2 andX1. In the case of Higgsinos, the VEV is introduced by a doublet of

6There are also intriguing composite inelastic models involving excitations from a (composite) scalar to a vector
through dark photon mediation [16,17].
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What other models could lie in high recoil data?

Dark photon + dark charged DM:

Figure 7: Bounds on gM in the MIDM scenario as a function of mass splitting �, for DM masses of 1,
5, and 10 TeV. In the left panel we show the bounds from existing data, with dashed lines indicating
the bounds from PICO and solid lines indicating the bounds from LUX-PandaX. In the right panel,
we show the bounds if the “inelastic frontier” is probed at LUX-PandaX using existing exposure.
There is no competitive bound from CRESST as the exposure is too small, as is the abundance of
the (stable) tungsen isotope with non-zero spin 183W .

where µn is the DM-nucleon reduced mass. Given the existing bounds on spin-dependent cross
sections this constrains gM . 500 for 1 TeV DM, a very weak constraint.

• Excited state lifetime: The lifetime of the excited DM state is determined by the two body
decay to ��. This width is �(�2 ! �1 �) ⇠ ↵ g2M �3/(2m2

�), so the excited state is very short
lived and its abundance is tiny (Eq. (14)).

5.3 Dark Photon Mediated Dark Matter

Dark matter may couple to visible particles through a new massive vector boson, often referred to
as a dark photon, that mixes with the hypercharge gauge boson [55]. In these dark photon-mediated
dark matter models [15, 56–59], dark sector inter-state mass splittings arise if the scalar boson that
spontaneously breaks the U(1)D gauge symmetry also couples to dark matter. The Lagrangian is
given by

L = LSM + |Dµ�|2 � V (�)� 1

4
V 2
µ⌫ + ✏Vµ@⌫F

µ⌫ +  ̄(iDµ�µ �m ) + (�D� 
T C�1  + h.c.) (23)

where V, F are the U(1)D, U(1)em gauge bosons respectively, Dµ ⌘ @µ + ieDVµ, and C is the charge
conjugation matrix. Note that the dark matter particle  is a Dirac fermion, with charge eD under
the U(1)D gauge symmetry, which is half the U(1)D charge carried by �. This permits the displayed
Yukawa terms. Once � gets a VEV, the dark photon becomes massive, h�i = v�, and the Yukawa
term induces a mass splitting between the two Majorana fermions composing  . The mass eigenstate
Majorana fermions (X1, X2) have mass mX

1,2 = m ± �Xi , where

�Xi ⌘ mX
2

�mX
1

' �Dv� = 100 keV

✓
�D
10�3

◆⇣ v�
100 MeV

⌘
. (24)

• Relic abundance: The dark sector gauge coupling ↵D can be fixed by requiring that dark matter
freeze-out to the observed relic abundance. In the limit that SM particles and the dark photon

18

U(1)D breaking splits Dirac DM (ψ) -> 2 Majorana (χ₁, χ₂) 

[Batell, Pospelov, Ritz ’09]
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annihilation χ1χ1 → γDγD yields correct relic abundance for
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[Batell, Pospelov, Ritz ’09]
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Figure 8: Dark photon parameter space is shown, with inelastic bounds obtainable for 1 TeV mass,
thermally-produced dark photon mediated dark matter, which fixes the dark sector gauge coupling
↵D, as described in the text. The solid (dashed) cyan lines show the best present (future high
recoil) bound on inelastic scattering of dark photon-mediated dark matter, for the inelastic mass
splitting indicated in each figure. The dark blue line shows the bound LUX-PandaX [31, 40] set on
loop-induced elastic scattering of dark photon-mediated dark matter, as described around Eq. (27).
Constraints on dark photons [60–65] are shown in gray. Note that these gray constraint regions
restrict dark photons in general, while the bounds derived here assume fermionic dark matter with
a 1 TeV mass that freezes out to the observed relic abundance. Upcoming experimental searches for
dark photons, complementing high recoil searches for dark photon-mediated inelastic dark matter
(e.g. [66–69]) are indicated with dotted lines.

are much less massive than DM, mV ⌧ mXi , the cross-section for non-relativistic DM-DM
annihilation, h�ann.vi ⇠ ⇡↵2

D/2m
2
X

1

. Inserting this annihilation cross section into the standard
WIMP annihilation freeze-out machinery [70,71] yields

↵freeze�out
D ' 3.7⇥ 10�2

⇣mX
1

TeV

⌘
. (25)

We assume this value for ↵D throughout the remainder of this section.

• Cross section: Dark Matter in this scenario will scatter inelastically o↵ protons in nuclei by
exchanging a dark photon, which mixes with the Standard Model photon and Z boson after
U(1)D and electroweak symmetry are broken. For a nuclear target with atomic number Z, the
DM-nucleus scattering cross-section is:

�D
NX =

16⇡↵em↵D✏
2µ2

N

m4
V

Z2, (26)

where ↵em is the electromagnetic gauge coupling constant , µ is the reduced mass, and mV 'p
4⇡↵Dv� is the mass of the dark photon.
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high recoil studies probe parameter space other methods can’t 
(though more model dependent)
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Figure 5: Constraints on dark matter nucleon scattering (90% confidence), assuming integrated
luminosities, event rates, and nuclear masses for LUX [30, 40], PandaX II [31], PICO-60 [29], and
CRESST II [33]. Presently available recoil energy ranges (ER) used to derive bounds are indicated,
along with extended “inelastic frontier” recoil energy ranges. The dotted horizontal line indicates
the approximate Higgsino-nucleon inelastic cross-section for reference (⇠ 10�39 cm2). The bands
show how bounds vary within the 90% confidence allowed values of the escape velocity given in [34],
vesc = 533+54

�41 km/s.

e�ciencies as before. In the case of PICO, which collects events with recoil energies up to ⇠ 1 MeV,
no improvement is possible. For LUX-PandaX and CRESST, with no high-recoil background publicly
available, we assume zero background events in the high energy bins, i.e that LUX-PandaX contains
no events between 30 � 500 keV, and CRESST II observes no events between 120 � 500 keV – but
the overall exposure and e�ciency rescaling factors are kept the same. Since e�ciencies are typically
better at high recoil energy, where the bulk of signal events would reside for large � dark matter, we
anticipate that this rescaling will give conservative results. The resulting sensitivities are shown in
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high recoil studies probe parameter space other methods can’t 
(though more model dependent)
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are much less massive than DM, mV ⌧ mXi , the cross-section for non-relativistic DM-DM
annihilation, h�ann.vi ⇠ ⇡↵2

D/2m
2
X

1

. Inserting this annihilation cross section into the standard
WIMP annihilation freeze-out machinery [70,71] yields

↵freeze�out
D ' 3.7⇥ 10�2

⇣mX
1

TeV

⌘
. (25)

We assume this value for ↵D throughout the remainder of this section.

• Cross section: Dark Matter in this scenario will scatter inelastically o↵ protons in nuclei by
exchanging a dark photon, which mixes with the Standard Model photon and Z boson after
U(1)D and electroweak symmetry are broken. For a nuclear target with atomic number Z, the
DM-nucleus scattering cross-section is:

�D
NX =

16⇡↵em↵D✏
2µ2

N

m4
V

Z2, (26)

where ↵em is the electromagnetic gauge coupling constant , µ is the reduced mass, and mV 'p
4⇡↵Dv� is the mass of the dark photon.
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Figure 5: Constraints on dark matter nucleon scattering (90% confidence), assuming integrated
luminosities, event rates, and nuclear masses for LUX [30, 40], PandaX II [31], PICO-60 [29], and
CRESST II [33]. Presently available recoil energy ranges (ER) used to derive bounds are indicated,
along with extended “inelastic frontier” recoil energy ranges. The dotted horizontal line indicates
the approximate Higgsino-nucleon inelastic cross-section for reference (⇠ 10�39 cm2). The bands
show how bounds vary within the 90% confidence allowed values of the escape velocity given in [34],
vesc = 533+54

�41 km/s.

e�ciencies as before. In the case of PICO, which collects events with recoil energies up to ⇠ 1 MeV,
no improvement is possible. For LUX-PandaX and CRESST, with no high-recoil background publicly
available, we assume zero background events in the high energy bins, i.e that LUX-PandaX contains
no events between 30 � 500 keV, and CRESST II observes no events between 120 � 500 keV – but
the overall exposure and e�ciency rescaling factors are kept the same. Since e�ciencies are typically
better at high recoil energy, where the bulk of signal events would reside for large � dark matter, we
anticipate that this rescaling will give conservative results. The resulting sensitivities are shown in
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high recoil studies probe parameter space other methods can’t 
(though more model dependent)
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What other models could lie in high recoil data?

composite inelastic, i.e. magnetic inelastic:

L �
⇣ gM e

8m�

⌘
�2 �µ⌫ �1 F

µ⌫

Magnetic Inelastic Dark Matter (MiDM)

suppression of nX
2

abundance in the case of Higgsinos must satisfy

nX
2

nX
1

. 10�5 TeV

mX
1

. (19)

For the Higgsino parameters we consider, we find that so long as �H̃ ' 100 � 600 keV the
radiative decay X2 ! X1 + � is fast enough that nX

2

/nX
1

⌧ 10�5. Specifically, setting
tan � = 10, and in the limit mX

1

/mX
2

! 1, the time for radiative Higgsino decay is

⌧X
2

!X
1

+� =
16⇡2m2

X
2

�3
H̃

' 0.1 s

✓
200 keV

�H̃

◆3 ⇣ µ

TeV

⌘2
, (20)

where  is generically a constant that depends on sparticle masses [44], which we have set
uniformly to 8 TeV (except of course for the Higgsino mass, and M1 and M2, which are set
to values that result in �H̃ ' 100 � 600 keV) adam: cant we just say  a constant of
order 1. Do we need the rest of this? joe- I’m using susyhit and checking against
haber and wyler to get decay in the decoupling limit we’re interested in...although
we could just say “decoupled” instead of sparticle masses of 8 TeV. The total cross-
section for the lighter Higgsino component to self-annihilate ( [37]) �X

1

X
1

= g42(3/2 + t2W +
t4W /2)/(128⇡m2

X) ' 3⇥ 10�37 cm2 (TeV/mX)2, along with Eq. (13) which generously assumes
every X1X1 interaction can upscatter to X2X2, together lead to a conservative upper bound
on the fraction of nX

2

in the Milky Way halo,

nX
2

nX
1

. 10�33

✓
200 keV

�H̃

◆3 ⇣ µ

TeV

⌘
, (21)

from which it is clear that detectable Higgsino inelastic scattering will be endothermic.

5.2 Magnetic Inelastic Dark Matter

We now consider a model which again has two Majorana fermions �1,�2 nearby in mass, m�
2

= m�
1

+
� but now their inelastic interaction with the SM is through a magnetic dipole operator [14,16,45,46],

⇣gM
4

⌘ e

2m�
�2 �µ⌫ �1F

µ⌫ . (22)

Since the DM is Majorana in nature there is no diagonal dipole operator, and only the transition
dipole is allowed. A peturbative UV completion [46] of the theory generates this operator, with
gM ⇠ m�/(8⇡2M), after integrating out a heavy charged fermion and scalar of mass M that couple
to the DM. However, we have chosen to adopt the operator normalization inspired by proton/neutron
magnetic moments as would be expected if the DM was a composite of a new strongly coupled sector.
In such a model we expect gM ⇠ 1.

The direct detection signal of MIDM is the inelastic collision of DM with the SM through exchange
of a photon. The DM couples to the charge and magnetic moment of the proton and the magnetic
moment of the neutron. These low energy couplings to nucleons take the form,

1

q2

✓
e

2mn

◆✓
e

2m�

◆
(�̄2 i�µ⌫ q

⌫ �1)
⇣
p̄ Pµ p+

gp
2
p̄ i�µ↵q

↵ p+
gn
2
n̄ i�µ↵q

↵ n
⌘

(23)
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Dark matter interacts through dimension-5 magnetic inelastic interaction

that leads to scattering through usual photon!
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Figure 7: Bounds on gM in the MIDM scenario as a function of mass splitting �, for DM masses of 1,
5, and 10 TeV. In the left panel we show the bounds from existing data, with dashed lines indicating
the bounds from PICO and solid lines indicating the bounds from LUX-PandaX. In the right panel,
we show the bounds if the “inelastic frontier” is probed at LUX-PandaX using existing exposure.
There is no competitive bound from CRESST as the exposure is too small, as is the abundance of
the (stable) tungsen isotope with non-zero spin 183W .

where µn is the DM-nucleon reduced mass. Given the existing bounds on spin-dependent cross
sections this constrains gM . 500 for 1 TeV DM, a very weak constraint.

• Excited state lifetime: The lifetime of the excited DM state is determined by the two body
decay to ��. This width is �(�2 ! �1 �) ⇠ ↵ g2M �3/(2m2

�), so the excited state is very short
lived and its abundance is tiny (Eq. (14)).

5.3 Dark Photon Mediated Dark Matter

Dark matter may couple to visible particles through a new massive vector boson, often referred to
as a dark photon, that mixes with the hypercharge gauge boson [55]. In these dark photon-mediated
dark matter models [15, 56–59], dark sector inter-state mass splittings arise if the scalar boson that
spontaneously breaks the U(1)D gauge symmetry also couples to dark matter. The Lagrangian is
given by

L = LSM + |Dµ�|2 � V (�)� 1

4
V 2
µ⌫ + ✏Vµ@⌫F

µ⌫ +  ̄(iDµ�µ �m ) + (�D� 
T C�1  + h.c.) (23)

where V, F are the U(1)D, U(1)em gauge bosons respectively, Dµ ⌘ @µ + ieDVµ, and C is the charge
conjugation matrix. Note that the dark matter particle  is a Dirac fermion, with charge eD under
the U(1)D gauge symmetry, which is half the U(1)D charge carried by �. This permits the displayed
Yukawa terms. Once � gets a VEV, the dark photon becomes massive, h�i = v�, and the Yukawa
term induces a mass splitting between the two Majorana fermions composing  . The mass eigenstate
Majorana fermions (X1, X2) have mass mX

1,2 = m ± �Xi , where

�Xi ⌘ mX
2

�mX
1

' �Dv� = 100 keV

✓
�D
10�3

◆⇣ v�
100 MeV

⌘
. (24)

• Relic abundance: The dark sector gauge coupling ↵D can be fixed by requiring that dark matter
freeze-out to the observed relic abundance. In the limit that SM particles and the dark photon
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current including high recoil

What other models could lie in high recoil data?
as interaction is energy dependent, no analog of σn

∴ bound gM directly using nuclear response formalism of  
 Fitzpatrick et al 1203.3542  

 

strong bound from PICO due to large 127I spin
dashed = PICO, solid = LUX/PandaX
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Figure 5: Constraints on dark matter nucleon scattering (90% confidence), assuming integrated
luminosities, event rates, and nuclear masses for LUX [30, 40], PandaX II [31], PICO-60 [29], and
CRESST II [33]. Presently available recoil energy ranges (ER) used to derive bounds are indicated,
along with extended “inelastic frontier” recoil energy ranges. The dotted horizontal line indicates
the approximate Higgsino-nucleon inelastic cross-section for reference (⇠ 10�39 cm2). The bands
show how bounds vary within the 90% confidence allowed values of the escape velocity given in [34],
vesc = 533+54

�41 km/s.

e�ciencies as before. In the case of PICO, which collects events with recoil energies up to ⇠ 1 MeV,
no improvement is possible. For LUX-PandaX and CRESST, with no high-recoil background publicly
available, we assume zero background events in the high energy bins, i.e that LUX-PandaX contains
no events between 30 � 500 keV, and CRESST II observes no events between 120 � 500 keV – but
the overall exposure and e�ciency rescaling factors are kept the same. Since e�ciencies are typically
better at high recoil energy, where the bulk of signal events would reside for large � dark matter, we
anticipate that this rescaling will give conservative results. The resulting sensitivities are shown in
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3

finding photon hits in each PMT channel, then cluster-
ing and classifying groups of hits as S1 or S2 using the
Pax software. For S1s, we require that hits from three or
more PMTs occur within 50 ns. To tune the signal recon-
struction algorithms and compute their e�ciency for de-
tecting NRs – shown in blue in Fig. 1 – we used a Monte
Carlo code that reproduces the shapes of S1s and S2s
as determined by the interaction physics, light propaga-
tion, and detector-electronics chain. This was validated
against LED, 83mKr and 220Rn calibration data.

The interaction position is reconstructed from the top-
array PMT hit pattern of the S2 (for the transverse po-
sition) and the time di↵erence between S1 and S2 (for
depth). The S2 transverse position is given by maximiz-
ing a likelihood based on an optical simulation of the
photons produced in the S2 amplification region. The
simulation-derived transverse resolution is ⇠2 cm at our
S2 analysis threshold of 200 PE. The interaction position
is corrected for drift field nonuniformities derived from a
finite element simulation, which is validated using 83mKr
calibration data. We correct S2s for electron losses dur-
ing drift, and both S1s and S2s for spatial variations of
up to 30% and 15%, respectively, inferred from 83mKr
calibration data. These spatial variations are mostly due
to geometric light collection e↵ects. The resulting cor-
rected quantities are called cS1 and cS2. As the bottom
PMT array has a more homogeneous response to S2 light
than the top, this analysis uses cS2b, a quantity similar
to cS2 based on the S2 signal seen by the bottom PMTs.

To calibrate XENON1T, we acquired 3.0 days of data
with 220Rn injected into the LXe (for low-energy ERs),
3.3 days with 83mKr injected into the LXe (for the spatial
response) and 16.3 days with an external 241AmBe source
(for low-energy NRs). The data from the 220Rn [19]
and 241AmBe calibrations is shown in Fig. 2 (a) and
(b), respectively. Following the method described in [20]
with a W -value of 13.7 eV, we extracted the photon gain
g1 = (0.144 ± 0.007) PE per photon and electron gain
g2 = (11.5 ± 0.8) PE (in the bottom array) per elec-
tron in the fiducial mass by fitting the anti-correlation
of cS2b and cS1 for signals with known energy from
83mKr (41.5 keV), 60Co from detector materials (1.173
and 1.332 MeV), and from decays of metastable 131mXe
(164 keV) and 129mXe (236 keV) produced during the
241AmBe calibration. The cS1 and cS2b yields are stable
in time within 0.77% and 1.2% respectively, as deter-
mined by 83mKr calibrations.

WIMPs are expected to induce low-energy single-
scatter NRs. Events that are not single scatters in the
LXe are removed by several event-selection cuts: (i) a
single S2 above 200 PE must be present and any other
S2s must be compatible with single electrons from pho-
toionization of impurities or delayed extraction; (ii) an
event must not closely follow a high-energy event (e.g.,
within 8 ms after a 3 ⇥ 105 PE S2), which can cause
long tails of single electrons; (iii) the S2 signal’s duration
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FIG. 2: Observed data in cS2b vs. cS1 for (a) 220Rn ER
calibration, (b) 241AmBe NR calibration, and (c) the 34.2-
day dark matter search. Lines indicate the median (solid)
and ±2� (dotted) quantiles of simulated event distributions
(with the simulation fitted to calibration data). Red lines
show NR (fitted to 241AmBe) and blue ER (fitted to 220Rn).
In (c), the purple distribution indicates the signal model of
a 50GeV/c2 WIMP. Thin gray lines and labels indicate con-
tours of constant combined energy scale in keV for ER (a) and
NR (b, c). Data below cS1 = 3 PE (grey region) is not in our
analysis region of interest and shown only for completeness.

must be consistent with the depth of the interaction as
inferred from the drift time; (iv) the S1 and S2 hit pat-
terns must be consistent with the reconstructed position
at which these signals were produced; (v) no more than
300 PE of uncorrelated single electrons and PMT dark
counts must appear in the region before the S2. Single
scatter NR events pass these selections with >82% prob-
ability, as determined using simulated events and control
samples derived from calibration, and shown in green in
Fig. 1.

The dark matter search uses a cylindrical (1042±12) kg

Perhaps the first signs of iDM?

from XENON1T 1705.06655
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calibration, (b) 241AmBe NR calibration, and (c) the 34.2-
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NR (b, c). Data below cS1 = 3 PE (grey region) is not in our
analysis region of interest and shown only for completeness.
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Explore the inelastic direction! Motivated models with sizable 
σχ-N within easy reach

• current techniques work, just enlarge ER signal regions; 
              Xe100, LUX already looking into it  

• most sensitive to heavy DM using heavy targets;  

• sensitive to tails of DM velocity distribution, large 
modulation effects

Conclusions

what about δ ≳ MeV?
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Figure 2: The energy recoil boundaries for inelastic DM with splitting � = 100 keV (dashed) and
200 keV (dotted) scattering o↵ xenon and tungsten. From right to left, the orange, green, blue,
and red curves denote available scattering phase space for mX = 0.05, 0.2, 1, 10 TeV dark matter,
respectively. Dark matter masses mX > 10 TeV are nearly indistinguishable from the mX = 10 TeV
curve due to the reduced mass µ ' mN . As in Fig. 1, horizontal lines indicate the maximum recoil
energies of CRESST II, LUX, PandaX II, and XENON100.

asymptotes to the maximum recoil energy for elastic scattering once ER � �. The minimum velocity
to scatter at any recoil energy is determined by the apex of the parabola
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where this expression is valid up to corrections of O(E0/mX , �/mX), which are negligible for fixed-
target terrestrial experiments and mX � GeV. The mass dependence of the kinematics is illustrated
in Fig. 2.

The simple expressions for the apex make it easy to qualitatively understand how the kinematical
range shifts with respect to the dark matter mass, the target mass, and the inelastic splitting. For
example, in the case of heavy dark matter mX � mN ,
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the minimum velocity scales as 1/
p
mN , which makes it clear why argon experiments have essentially

no sensitivity to the inelastic frontier. Also, the typical recoil energy is determined just by �,
independently of the dark matter mass and the target nucleus. Therefore, experiments that employ
a maximum ER that is less than � are severely limiting their sensitivity. This is illustrated in the
figure by the maximum ER that existing analyses from LUX, PandaX, and XENON100 use to set
their bounds. By only accepting events with recoil energies smaller than ⇠ 50 keV, these analyses
are necessarily restricted to inelastic mass splittings less than 200 keV.
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Figure 5: Constraints on dark matter nucleon scattering (90% confidence), assuming integrated
luminosities, event rates, and nuclear masses for LUX [30, 40], PandaX II [31], PICO-60 [29], and
CRESST II [33]. Presently available recoil energy ranges (ER) used to derive bounds are indicated,
along with extended “inelastic frontier” recoil energy ranges. The dotted horizontal line indicates
the approximate Higgsino-nucleon inelastic cross-section for reference (⇠ 10�39 cm2). The bands
show how bounds vary within the 90% confidence allowed values of the escape velocity given in [34],
vesc = 533+54

�41 km/s.

e�ciencies as before. In the case of PICO, which collects events with recoil energies up to ⇠ 1 MeV,
no improvement is possible. For LUX-PandaX and CRESST, with no high-recoil background publicly
available, we assume zero background events in the high energy bins, i.e that LUX-PandaX contains
no events between 30 � 500 keV, and CRESST II observes no events between 120 � 500 keV – but
the overall exposure and e�ciency rescaling factors are kept the same. Since e�ciencies are typically
better at high recoil energy, where the bulk of signal events would reside for large � dark matter, we
anticipate that this rescaling will give conservative results. The resulting sensitivities are shown in
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FIG. 18. (color online). Same as Fig. 14 but for 132Xe.
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FIG. 19. (color online). Same as Fig. 14 but for 134Xe.
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FIG. 20. (color online). Same as Fig. 14 but for 136Xe.

A. Comparison for spin-dependent WIMP
scattering

The interaction of WIMPs with nuclei can be also SD
reflecting the coupling of the spin of the WIMP to nu-
cleons. The even-mass xenon isotopes are practically in-
sensitive to SD scattering due to their J = 0 ground
state, so that only the odd-mass xenon isotopes 129Xe
and 131Xe are relevant. In previous work [11, 12], we
have calculated SD structure factors for xenon, also in-
cluding two-body currents in chiral e↵ective field theory.
To complete the study of WIMP scattering o↵ xenon, we
also compare these calculations to the results obtained
by Fitzpatrick et al. in Ref. [15]. This provides a test of
the calculations and explores the sensitivity of SD WIMP
scattering to nuclear structure.
The SD structure factor is naturally decomposed in

terms of the isospin couplings (a0 + a1⌧3)/2. However,
experimental results are commonly presented in terms
of “neutron-only” (a0 = �a1 = 1) and “proton-only”
(a0 = a1 = 1) structure factors Sn(u) and Sp(u), because
these coupling combinations are more sensitive to neu-
trons and protons, respectively. For vanishing momen-
tum transfer, q = 0 (u = 0), and considering only one-
body currents, the SD “neutron-only” and “proton-only”
structure factors are proportional to the square of the
expectation values of the neutron and proton spins [14].
These are given for both calculations in Table III. Be-
cause xenon has an even proton number, hSni � hSpi,
the “neutron-only” structure factor dominates over the
“proton-only” one.
This hierarchy of “neutron-only” versus “proton-only”

structure factors manifests itself in Figs. 21 and 22, where
we show the calculated SD structure factors for 129Xe and
131Xe. Note that the absolute scale of the SD structure
factors is ⇠ 10�4 smaller than for SI scattering, because
in the SD case, due to pairing, the contributions from
di↵erent nucleons do not add coherently.
In Refs. [11, 12], we included one- and two-body

currents in the WIMP-nucleon interaction Lagrangian.
However, for a direct comparison, Figs. 21 and 22 restrict
the results to the one-body level, even though two-body
currents are important because they reduce the “neutron-
only” structure factors by about 20% for xenon, and sig-
nificantly enhance the “proton-only” structure factors at

TABLE III. Proton/neutron spin expectation values hSp/ni
for 129Xe and 131Xe. Results are shown for the calculations of
Klos et al. [12], which use the same valence space and nuclear
interactions as in this work, and of Fitzpatrick et al. [15].

129Xe 131Xe

hSpi hSni hSpi hSni
Klos et al. [12] 0.010 0.329 �0.009 �0.272

Fitzpatrick et al. [15] 0.007 0.248 �0.005 �0.199
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FIG. 4: The spin-independent WIMP-nucleon cross sec-
tion limits as a function of WIMP mass at 90% confidence
level (black) for this run of XENON1T. In green and yellow
are the 1- and 2� sensitivity bands. Results from LUX [26]
(red), PandaX-II [27] (brown), and XENON100 [23] (gray)
are shown for reference.

events would appear at unusually low cS2b due to charge
losses near the wall. The inward reconstruction is due to
limited position reconstruction resolution, especially lim-
ited for small S2s, near the 5 (out of 36) top edge PMTs
that are unavailable in this analysis.

Sixth and last, we add a small uniform background in
the (cS1, log cS2b) space for ER events with an anoma-
lous cS2b. Such anomalous leakage beyond accidental
coincidences has been observed in XENON100 [23], and
a few such events are seen in the 220Rn calibration data
(Fig. 2a). If these were not 220Rn-induced events, their
rate would scale with exposure and we would see nu-
merous such events in the WIMP search data. We do
not observe this, and therefore assume their rate is pro-
portional to the ER rate, at (0.08+0.11

�0.06) events based on
the outliers observed in the 220Rn calibration data. The
physical origin of these events is under investigation.

The WIMP search data in a predefined signal box was
blinded (99% of ERs were accessible) until the event se-
lection and the fiducial mass boundaries were finalized.
We performed a staged unblinding, starting with an ex-
posure of 4 live days distributed evenly throughout the
search period. This did not result in changes in the event
selection.

A total of 63 events in the 34.2-day dark matter
search data pass the selection criteria and are within the
cS12 [3, 70] PE, cS2b 2 [50, 8000] PE search region used
in the likelihood analysis (Fig. 2c). None are within
10 ms of a muon veto trigger. The data is compatible
with the ER energy spectrum in [9] and implies an ER
rate of (1.93 ± 0.25) ⇥ 10�4 events/(kg⇥ day⇥ keVee),
compatible with our prediction of (2.3 ± 0.2) ⇥ 10�4

events/(kg⇥ day⇥ keVee) [9] updated with the Kr con-
centration measured in the current science run. This is

the lowest ER background ever achieved in a dark matter
experiment. A single event far from the bulk distribution
was observed at cS1 = 68.0 PE in the initial 4-day un-
blinding stage. This appears to be a bona fide event,
though its location in (cS1, cS2b) (see Fig. 2c) is extreme
for all our physical background models and WIMP signal
models. One event at cS1 = 26.7 PE is at the �2.4� ER
quantile.

For the statistical interpretation of the results, we
use an extended unbinned profile likelihood test statis-
tic in (cS1, cS2b) with the asymptotic distribution for-
mula from [24]. The signal and background models were
evaluated in (cS1, log cS2b) bins. We propagate the un-
certainties on the most significant shape parameters (two
for NR, two for ER) inferred from the posteriors of the
calibration fits to the likelihood. The uncertainties on the
rate of each background component mentioned above are
also included. Finally, we employ the procedure from [25]
to account for mismodeling of the ER background.

The data is consistent with the background-only hy-
pothesis. Fig. 4 shows the 90% confidence level upper
limit on the spin-independent WIMP-nucleon cross sec-
tion, power constrained at the �1� level of the sen-
sitivity band [28]. This does not constrain our re-
sult. For the WIMP energy spectrum we assume a
standard isothermal WIMP halo with v0 = 220 km/s,
⇢DM = 0.3 GeV/cm3, vesc = 544 km/s, and the Helm
form factor for the nuclear cross section [29]. No light
and charge emission is assumed for WIMPs below 1 keV
recoil energy. For all WIMP masses, the background-
only hypothesis provides the best fit, with none of the
nuisance parameters representing the uncertainties dis-
cussed above deviating appreciably from their nomi-
nal values. Our results improve upon the previously
strongest spin-independent WIMP limit for masses above
10 GeV/c2. Our strongest exclusion limit is for 35-
GeV/c2 WIMPs, at 7.7 ⇥ 10�47cm2.

These first results demonstrate that XENON1T has
the lowest low-energy background level ever achieved by
a dark matter experiment. The sensitivity of XENON1T
is the best to date above 20 GeV/c2, up to twice the
LUX sensitivity above 100 GeV/c2, and continues to im-
prove with more data. The experiment resumed opera-
tion shortly after the January 18, 2017 earthquake and
continues to record data.

We gratefully acknowledge support from the National
Science Foundation, Swiss National Science Foundation,
German Ministry for Education and Research, Max
Planck Gesellschaft, Deutsche Forschungsgemeinschaft,
Netherlands Organisation for Scientific Research (NWO),
NLeSC, Weizmann Institute of Science, I-CORE, Pazy-
Vatat, Initial Training Network Invisibles (Marie Curie
Actions, PITNGA-2011-289442), Fundacao para a Cien-
cia e a Tecnologia, Region des Pays de la Loire, Knut and
Alice Wallenberg Foundation, Kavli Foundation, and Is-
tituto Nazionale di Fisica Nucleare. Data processing is
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finding photon hits in each PMT channel, then cluster-
ing and classifying groups of hits as S1 or S2 using the
Pax software. For S1s, we require that hits from three or
more PMTs occur within 50 ns. To tune the signal recon-
struction algorithms and compute their e�ciency for de-
tecting NRs – shown in blue in Fig. 1 – we used a Monte
Carlo code that reproduces the shapes of S1s and S2s
as determined by the interaction physics, light propaga-
tion, and detector-electronics chain. This was validated
against LED, 83mKr and 220Rn calibration data.

The interaction position is reconstructed from the top-
array PMT hit pattern of the S2 (for the transverse po-
sition) and the time di↵erence between S1 and S2 (for
depth). The S2 transverse position is given by maximiz-
ing a likelihood based on an optical simulation of the
photons produced in the S2 amplification region. The
simulation-derived transverse resolution is ⇠2 cm at our
S2 analysis threshold of 200 PE. The interaction position
is corrected for drift field nonuniformities derived from a
finite element simulation, which is validated using 83mKr
calibration data. We correct S2s for electron losses dur-
ing drift, and both S1s and S2s for spatial variations of
up to 30% and 15%, respectively, inferred from 83mKr
calibration data. These spatial variations are mostly due
to geometric light collection e↵ects. The resulting cor-
rected quantities are called cS1 and cS2. As the bottom
PMT array has a more homogeneous response to S2 light
than the top, this analysis uses cS2b, a quantity similar
to cS2 based on the S2 signal seen by the bottom PMTs.

To calibrate XENON1T, we acquired 3.0 days of data
with 220Rn injected into the LXe (for low-energy ERs),
3.3 days with 83mKr injected into the LXe (for the spatial
response) and 16.3 days with an external 241AmBe source
(for low-energy NRs). The data from the 220Rn [19]
and 241AmBe calibrations is shown in Fig. 2 (a) and
(b), respectively. Following the method described in [20]
with a W -value of 13.7 eV, we extracted the photon gain
g1 = (0.144 ± 0.007) PE per photon and electron gain
g2 = (11.5 ± 0.8) PE (in the bottom array) per elec-
tron in the fiducial mass by fitting the anti-correlation
of cS2b and cS1 for signals with known energy from
83mKr (41.5 keV), 60Co from detector materials (1.173
and 1.332 MeV), and from decays of metastable 131mXe
(164 keV) and 129mXe (236 keV) produced during the
241AmBe calibration. The cS1 and cS2b yields are stable
in time within 0.77% and 1.2% respectively, as deter-
mined by 83mKr calibrations.

WIMPs are expected to induce low-energy single-
scatter NRs. Events that are not single scatters in the
LXe are removed by several event-selection cuts: (i) a
single S2 above 200 PE must be present and any other
S2s must be compatible with single electrons from pho-
toionization of impurities or delayed extraction; (ii) an
event must not closely follow a high-energy event (e.g.,
within 8 ms after a 3 ⇥ 105 PE S2), which can cause
long tails of single electrons; (iii) the S2 signal’s duration
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FIG. 2: Observed data in cS2b vs. cS1 for (a) 220Rn ER
calibration, (b) 241AmBe NR calibration, and (c) the 34.2-
day dark matter search. Lines indicate the median (solid)
and ±2� (dotted) quantiles of simulated event distributions
(with the simulation fitted to calibration data). Red lines
show NR (fitted to 241AmBe) and blue ER (fitted to 220Rn).
In (c), the purple distribution indicates the signal model of
a 50GeV/c2 WIMP. Thin gray lines and labels indicate con-
tours of constant combined energy scale in keV for ER (a) and
NR (b, c). Data below cS1 = 3 PE (grey region) is not in our
analysis region of interest and shown only for completeness.

must be consistent with the depth of the interaction as
inferred from the drift time; (iv) the S1 and S2 hit pat-
terns must be consistent with the reconstructed position
at which these signals were produced; (v) no more than
300 PE of uncorrelated single electrons and PMT dark
counts must appear in the region before the S2. Single
scatter NR events pass these selections with >82% prob-
ability, as determined using simulated events and control
samples derived from calibration, and shown in green in
Fig. 1.

The dark matter search uses a cylindrical (1042±12) kg
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FIG. 4: The spin-independent WIMP-nucleon cross sec-
tion limits as a function of WIMP mass at 90% confidence
level (black) for this run of XENON1T. In green and yellow
are the 1- and 2� sensitivity bands. Results from LUX [26]
(red), PandaX-II [27] (brown), and XENON100 [23] (gray)
are shown for reference.
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limited position reconstruction resolution, especially lim-
ited for small S2s, near the 5 (out of 36) top edge PMTs
that are unavailable in this analysis.
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the (cS1, log cS2b) space for ER events with an anoma-
lous cS2b. Such anomalous leakage beyond accidental
coincidences has been observed in XENON100 [23], and
a few such events are seen in the 220Rn calibration data
(Fig. 2a). If these were not 220Rn-induced events, their
rate would scale with exposure and we would see nu-
merous such events in the WIMP search data. We do
not observe this, and therefore assume their rate is pro-
portional to the ER rate, at (0.08+0.11

�0.06) events based on
the outliers observed in the 220Rn calibration data. The
physical origin of these events is under investigation.

The WIMP search data in a predefined signal box was
blinded (99% of ERs were accessible) until the event se-
lection and the fiducial mass boundaries were finalized.
We performed a staged unblinding, starting with an ex-
posure of 4 live days distributed evenly throughout the
search period. This did not result in changes in the event
selection.

A total of 63 events in the 34.2-day dark matter
search data pass the selection criteria and are within the
cS12 [3, 70] PE, cS2b 2 [50, 8000] PE search region used
in the likelihood analysis (Fig. 2c). None are within
10 ms of a muon veto trigger. The data is compatible
with the ER energy spectrum in [9] and implies an ER
rate of (1.93 ± 0.25) ⇥ 10�4 events/(kg⇥ day⇥ keVee),
compatible with our prediction of (2.3 ± 0.2) ⇥ 10�4

events/(kg⇥ day⇥ keVee) [9] updated with the Kr con-
centration measured in the current science run. This is

the lowest ER background ever achieved in a dark matter
experiment. A single event far from the bulk distribution
was observed at cS1 = 68.0 PE in the initial 4-day un-
blinding stage. This appears to be a bona fide event,
though its location in (cS1, cS2b) (see Fig. 2c) is extreme
for all our physical background models and WIMP signal
models. One event at cS1 = 26.7 PE is at the �2.4� ER
quantile.

For the statistical interpretation of the results, we
use an extended unbinned profile likelihood test statis-
tic in (cS1, cS2b) with the asymptotic distribution for-
mula from [24]. The signal and background models were
evaluated in (cS1, log cS2b) bins. We propagate the un-
certainties on the most significant shape parameters (two
for NR, two for ER) inferred from the posteriors of the
calibration fits to the likelihood. The uncertainties on the
rate of each background component mentioned above are
also included. Finally, we employ the procedure from [25]
to account for mismodeling of the ER background.

The data is consistent with the background-only hy-
pothesis. Fig. 4 shows the 90% confidence level upper
limit on the spin-independent WIMP-nucleon cross sec-
tion, power constrained at the �1� level of the sen-
sitivity band [28]. This does not constrain our re-
sult. For the WIMP energy spectrum we assume a
standard isothermal WIMP halo with v0 = 220 km/s,
⇢DM = 0.3 GeV/cm3, vesc = 544 km/s, and the Helm
form factor for the nuclear cross section [29]. No light
and charge emission is assumed for WIMPs below 1 keV
recoil energy. For all WIMP masses, the background-
only hypothesis provides the best fit, with none of the
nuisance parameters representing the uncertainties dis-
cussed above deviating appreciably from their nomi-
nal values. Our results improve upon the previously
strongest spin-independent WIMP limit for masses above
10 GeV/c2. Our strongest exclusion limit is for 35-
GeV/c2 WIMPs, at 7.7 ⇥ 10�47cm2.

These first results demonstrate that XENON1T has
the lowest low-energy background level ever achieved by
a dark matter experiment. The sensitivity of XENON1T
is the best to date above 20 GeV/c2, up to twice the
LUX sensitivity above 100 GeV/c2, and continues to im-
prove with more data. The experiment resumed opera-
tion shortly after the January 18, 2017 earthquake and
continues to record data.
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finding photon hits in each PMT channel, then cluster-
ing and classifying groups of hits as S1 or S2 using the
Pax software. For S1s, we require that hits from three or
more PMTs occur within 50 ns. To tune the signal recon-
struction algorithms and compute their e�ciency for de-
tecting NRs – shown in blue in Fig. 1 – we used a Monte
Carlo code that reproduces the shapes of S1s and S2s
as determined by the interaction physics, light propaga-
tion, and detector-electronics chain. This was validated
against LED, 83mKr and 220Rn calibration data.

The interaction position is reconstructed from the top-
array PMT hit pattern of the S2 (for the transverse po-
sition) and the time di↵erence between S1 and S2 (for
depth). The S2 transverse position is given by maximiz-
ing a likelihood based on an optical simulation of the
photons produced in the S2 amplification region. The
simulation-derived transverse resolution is ⇠2 cm at our
S2 analysis threshold of 200 PE. The interaction position
is corrected for drift field nonuniformities derived from a
finite element simulation, which is validated using 83mKr
calibration data. We correct S2s for electron losses dur-
ing drift, and both S1s and S2s for spatial variations of
up to 30% and 15%, respectively, inferred from 83mKr
calibration data. These spatial variations are mostly due
to geometric light collection e↵ects. The resulting cor-
rected quantities are called cS1 and cS2. As the bottom
PMT array has a more homogeneous response to S2 light
than the top, this analysis uses cS2b, a quantity similar
to cS2 based on the S2 signal seen by the bottom PMTs.

To calibrate XENON1T, we acquired 3.0 days of data
with 220Rn injected into the LXe (for low-energy ERs),
3.3 days with 83mKr injected into the LXe (for the spatial
response) and 16.3 days with an external 241AmBe source
(for low-energy NRs). The data from the 220Rn [19]
and 241AmBe calibrations is shown in Fig. 2 (a) and
(b), respectively. Following the method described in [20]
with a W -value of 13.7 eV, we extracted the photon gain
g1 = (0.144 ± 0.007) PE per photon and electron gain
g2 = (11.5 ± 0.8) PE (in the bottom array) per elec-
tron in the fiducial mass by fitting the anti-correlation
of cS2b and cS1 for signals with known energy from
83mKr (41.5 keV), 60Co from detector materials (1.173
and 1.332 MeV), and from decays of metastable 131mXe
(164 keV) and 129mXe (236 keV) produced during the
241AmBe calibration. The cS1 and cS2b yields are stable
in time within 0.77% and 1.2% respectively, as deter-
mined by 83mKr calibrations.

WIMPs are expected to induce low-energy single-
scatter NRs. Events that are not single scatters in the
LXe are removed by several event-selection cuts: (i) a
single S2 above 200 PE must be present and any other
S2s must be compatible with single electrons from pho-
toionization of impurities or delayed extraction; (ii) an
event must not closely follow a high-energy event (e.g.,
within 8 ms after a 3 ⇥ 105 PE S2), which can cause
long tails of single electrons; (iii) the S2 signal’s duration
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FIG. 2: Observed data in cS2b vs. cS1 for (a) 220Rn ER
calibration, (b) 241AmBe NR calibration, and (c) the 34.2-
day dark matter search. Lines indicate the median (solid)
and ±2� (dotted) quantiles of simulated event distributions
(with the simulation fitted to calibration data). Red lines
show NR (fitted to 241AmBe) and blue ER (fitted to 220Rn).
In (c), the purple distribution indicates the signal model of
a 50GeV/c2 WIMP. Thin gray lines and labels indicate con-
tours of constant combined energy scale in keV for ER (a) and
NR (b, c). Data below cS1 = 3 PE (grey region) is not in our
analysis region of interest and shown only for completeness.

must be consistent with the depth of the interaction as
inferred from the drift time; (iv) the S1 and S2 hit pat-
terns must be consistent with the reconstructed position
at which these signals were produced; (v) no more than
300 PE of uncorrelated single electrons and PMT dark
counts must appear in the region before the S2. Single
scatter NR events pass these selections with >82% prob-
ability, as determined using simulated events and control
samples derived from calibration, and shown in green in
Fig. 1.

The dark matter search uses a cylindrical (1042±12) kg


