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Hadrons

® The proton is a dynamical object; the structure observed depends on the
time-scale (Q?) of the observation

® But we know how to calculate this variation (DGLAP) (at LO, NLO, NNLO)
® \We just have to determine }hle starting points from fits to data

the higher the value of Q?,
the more detail we examine

fi(z, Q%) = number density of partons i
at momentum fraction 2 and probing scale ?



Parton distribution functions and global fits*dAp

® Calculation of production cross CT14NNLO(LH6) PDFs
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PDFs are important

Papers commonly cited by ATLAS and CMS (2014-2016)

as of 2016-06-10, excluding salf-citations; all papers > 0.2
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081 3 The core of hadron-collider
’ ’ QCD is parton distribution
06 | . SES functions (PDFs)
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fraction of ATLAS & CMS papers that cite them

Plot by GF Salem based on cala

G. Salam, Crete-ICNFP 2016

...at least to my citation index
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Fig. 6.10 The momentum fractions carried by the CT14 NNLO
quark and gluon distributions, as a function of (). The gluon distribution
in the right figure is shown without (with) the presence of a top quark PDF.

Don’t usually define top quarks as initial state partons, but could. May be
important for 100 TeV collider.



LHC

® \We can determine PDFs at LO (not very well), NLO and

NNLO nofllreliable at LHC
® These PDFs are evaluated in the relevant expressions

for the hard scattering cross sections we are interested
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Lessons

® Don’t believe in predictions using LO
PDFs unless you have checked at NLO
or NNLO

® (Don’t believe)"” LO PDF error sets

*where n is a large number



LHC

® \We can determine PDFs at LO (not very well), NLO and
NNLO

® These PDFs are evaluated in the relevant expressions
for the hard scattering cross sections we are interested
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® |[n addition to the PDFs themselves, it is often useful to
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PDF luminosities

CT14 NNLO luminosities
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PDFs: pre-history dp3

. LHC 8 TeV - Ratio to NNPDF2.3 NNLO - o, =0.118 . LHC 8 TeV - Ratio to NNPDF2.3 NNLO - o, =0.118
s ] oo (W]

gluon-gluon and z 12E A 3 P
gluon-quark £ o
luminosities in 510 &
reasonable, but gosspiet s S0
again not perfect,  °? ©
agreement 8 I —
for CT1 O, LHC 8 TeV - Ratio to NNPDF2.3 NNLO - , =0.118
MSTWO08 and 3 ok [ B rresess
NNPDF2.3 for full Wl
range of invariant £
masses 5

§0.95

3 09

HERAPDF1.5
uncertainties larger in
general

Figure 6: The gluon-gluon (upper plots) and quark-gluon (lower plots) luminosities, Eq. (2), for
the production of a final state of invariant mass My (in GeV) at LHC 8 TeV. The left plots show
the comparison between NNPDF2.3, CT10 and MSTWO0S8, while in the right plots we compare
NNPDF2.3, HERAPDF1.5 and MSTWO08. All luminosities are computed at a common value of
a, =0.118.



PDF luminosities

quark-quark and quark-antiquark
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Uncertainties had improved-de3>~

...with additional data and in going from NLO to NNLO
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Gluon-Gluon, luminosity

g CT14NNLO' ]
............. MMHT2014
....... NNPDF3.0
/'S = 1.30e+04 GeV

NNPDF3.0 (arXiv:1410.8849)
MMHT14 (arXiv:1412.3989) 0.95
CT14 (arXiv:1506.07443) 0.9
HERAPDF2.0 (arXiv:1506.06042 o0.85

The gg PDF luminosities for the 08

o ee POFsreingood  nNpDE doun b %, OT14 up by <1
greer | MMHT14 down by ~0.5%

precision physics mass range,

less so at very high mass partially data, partially corrections in
fitting code, partially changes
in fitting procedures
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A comparison of ggF at NNLOe>

CT14 MMHT2014 NNPDF3.0

scale = m,

8 TeV 18.66 pb 18.65 pb 18.77 pb
-2.2% -1.9% -1.8%
+2.0% +1.4% +1.8%

13 TeV 42.68 pb 42.70 pb 42 .97 pb
-2.4% -1.8% -1.9%
+2.0% +1.3% +1.9%

The PDF uncertainty using this new generation of PDFs (2-3%) is similar in
size to the NNNLO scale uncertainty and to the o (m;) uncertainty.



Progress with recent PDFs~de3~
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Progress with recent PDFs~de3~

Quark-Antiquark, luminosity Gluon-Gluon, luminosity

The gg precision
has improved,
but the qQ has
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Other new sets out as welr~-de3~
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Figure 5: Comparison of the gluon-gluon (upper plots) and quark-antiquark (lower plots) PDF lumi-
nosities from the CT14, MMHT14 and NNNPDF3.0 NNLO sets (left plots) and from the NNPDF3.0,
ABM12 and HERAPDF2.0 NNLO sets (right plots), for a center-of-mass energy of 13 TeV, as a
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LHC 13 TeV, NNLO, a(M,)=0.118
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Three main uses of PDFs at LHGdp)~

1. Assessment of the total uncertainty on a cross section based on the available knowl-
edge of PDFs, e.g., when computing the cross section for a process that has not been
measured yet (such as supersymmetric particle production cross-sections), or for es-
timating acceptance corrections on a given observable. This is also the case of the
measurements that aim to verify overall, but not detailed, consistency with Standard
Model expectations, such as when comparing theory with Higgs measurements.

2. Assessment of the accuracy of the PDF' sets themselves or of related Standard Model
parameters, typically done by comparing theoretical predictions using individual PDF
sets to the most precise data available.

3. Input to the Monte Carlo event generators used to generate large MC samples for LHC
data analysis.

For 2), use individual PDF sets.
For 1), a more general uncertainty requires more than the use of 1 PDF set.

For 3), may want to use an average of PDF sets. This point seems to be confusing to
some, i.e. you can use PDF4LHC15 PDFs for MC generation.



What PDFs to use?

. The PDF sets to be combined should be based on a global dataset, including a large
number of datasets of diverse types (deep-inelastic scattering, vector boson and jet
production, ...) from fixed-target and colliders experiments (HERA, LHC, Tevatron).

2. Theoretical hard cross sections for DIS and hadron collider processes should be evalu-
ated up to two QCD loops in ag, in a general-mass variable-flavor number scheme with
up to n‘}“a" = 5 active quark flavors.! Evolution of o, and PDFs should be performed
up to three loops, using public codes such as HOPPET [105] or QCDNUM [106], or a code
benchmarked to these.

3. The central value of as(m?%) should be fized at an agreed common value, consistent with
the PDG world-average [107]. This value is currently chosen to be as(m%) = 0.118 at
both NLO and NNLO.2? For the computation of a, uncertainties, two additional PDF
members corresponding to agreed upper and lower values of as(m2Z) should also be
provided. This uncertainty on as(mQZ) is currently assumed to be das = 0.0015, again
the same at NI.O and NNIL.O.

4. All known experimental and procedural sources of uncertainty should be properly ac-
counted for. Specifically, it is now recognized that the PDF uncertainty receives several
contributions of comparable importance: the measurement uncertainty propagated from
the experimental data, uncertainties associated with incompatibility of the fitted exper-
iments, procedural uncertainties such as those related to the functional form of PDFs,
the handling of systematic errors, etc. Sets entering the combination must account for
these through suitable methods, such as separate estimates for additional model and
parametrization components of the PDF uncertainty [9], tolerance [6, 10], or closure
tests [11].
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'8 Monte Carlo representationde>~

® So based on the criteria on the previous slide, we use
CT14, MMHT2014 and NNPDF3.0, with the option of
adding additional sets in future upgrades if they satisfy
the listed criteria

® In the previous recommendation, we used an envelope
of 3 PDF sets; envelope determined by outliers

® Given the level of agreement of the 3 PDFs that will be
used, try for a more relevant statistical approach

® Generate Monte Carlo replicas, equal numbers from
error PDF sets of CT14, MMHT2014 and NNPDF3.0
using Thorne-Watt procedure

+ replicas generated from Hessian eigenvectors for CT14 and
MMHT14 assuming a Gaussian probability distribution

+ this will lead to a more statistical representation of the
uncertainty than the envelope procedure used previously



Aside Ap>

...a different
opinion, basically
stating that all
PDFs should be
used for a general
estimate of the
total uncertainty

arXiv:1603.08906v2 [hep-ph]| 8 Aug 2016

A Critical Appraisal and Evaluation of Modern PDFs
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Abstract:

We review the present status of the determination of parton distribution functions (PDFs) in the
light of the precision requirements for the LHC in Run 2 and other future hadron colliders. We
provide brief reviews of all currently available PDF sets and use them to compute cross sections
for a number of benchmark processes, including Higgs boson production in gluon-gluon fusion at
the LHC. We show that the differences in the predictions obtained with the various PDFs are due to
particular theory assumptions made in the fits of those PDFs. We discuss PDF uncertainties in the
kinematic region covered by the LHC and on averaging procedures for PDFs, such as advocated
by the PDF4LLHC15 sets, and provide recommendations for the usage of PDF sets for theory
predictions at the LHC.



The result

Gluon-Fusion Higgs production, LHC 13 TeV
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Monte Carlo replicas™de>+
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Figure 7: Comparison of central values and uncertainties for the MC combination of CT14, MMHT14
and NNPDF3.0 for different values of Nyep, 300, 600 and 900, denoted by MC300, MC900 and MC1800
respectively.
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GeV. Results are normalized to the central value of MC900.



Reduced sets

® 900 error PDFs are too much for general use

® \We would like to reduce this number while still maintaining as
much information on the uncertainties and on correlations between
PDF uncertainties as possible

® \We have settled on 3 techniques/outputs
¢ Compressed Monte Carlo PDFs (PDF4LHC15 nnlo(nlo) _mc)
a 100 PDF error sets; preserve non-Gaussian errors
+ META Hessian PDFs (PDF4LHC15_nnlo(nlo) 30

a 30 PDF error sets using METAPDF technique; Gaussian
(symmetric) errors

¢ MCH Hessian PDFs (PDF4lhc15_nnlo(nlo) 100

a 100 PDF error sets using MCH technique; Gaussian
(symmetric errors)

® The META technique is able to more efficiently reproduce the
uncertainties when using a limited number (30) of error PDFs

® The MCH technique best reproduces the uncertainties of the 900
MC set prior->precision, not accuracy



BSome comparisons: Hessian sef&>
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Some comparisons for Higgs produc

Gluon-Fusion Higgs production, LHC 13 TeV Vector-Boson Fusion Higgs production, LHC 13 TeV
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- " PDFALHC15_prior . " PDFALHC15_prior
N 2 PDFALHC15_mc N 2z PDFALHC15_mc
—— > 'y PDF4LHC15_100 _— -4 PDFALHC15_100
: 4 PDF4LHC15_30 : 3 PDF4LHC15_30
—— —— MMHT14 _— ¥- MMHT14
: K cT14 : - CT14
_— - NNPDF3.0 -— - NNPDF3.0
: —_ MSTWO08 : - MSTWO08
—— L CcT10 _— L CT10
- ——— NNPDF23 N L NNPDF2.3
Lo 0y by b b b Ly ] L oy by b b b ]
0.94 0.96 098 1 102 104 1.06 1.08 094 0.96 0.98 1 102 104 106 1.08

Ratio to PDF4LHC15 prior Ratio to PDF4ALHC15 prior

Fig. 6.32 A comparison of the predictions for Higgs boson production through gg fusion
(left) and vector boson fusion (right) is shown for a center-of-mass energy of 13 TeV,



Correlations

® Useful to look at correlations of PDFs or of
Cross sections

cos p =~ 1 cos = () cos p ~ —1

5Y 4 §Y 4 Y ¢
4 > ! = \l >
/ L 0X \y(sx \\5}(
[ | |
l . I

Fig. 6.23 Correlations ellipses for a strong correlation (left), no correla-
tion (center) and a strong anti-correlation(right) [711].
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PDF Set _Correlation coefficient

ZW | Z it | Z,ggh | Z,htt | Z,hW | Z,hZ
PDFALHC15 nlo_prior 0.90 | -0.60 | 0.22 -0.64 0.55 0.74
PDFALHC15 nlo_me 092 |-0.49| 0.41 -0.58 0.61 0.77
PDFALHC15mlo_100 0.92 |-0.60| 0.23 | -0.64 0.57 0.75
PDF4LHC15 nlo_30 0.90 [ -0.68| 0.16 | -0.71 0.55 0.76

PDFALHC15nlo_prior | 0.89 | -0.49 | 0.08 | -0.46 | 0.56 0.74
PDF4ALHC15 nnlo_mc 0.90 | -0.44| 0.18 | -0.42 | 0.62 0.80
PDF4LHC15nnlo_100 091 [-048 | 0.09 | -0.46 | 0.59 0.74
PDF4LHC15 nnlo_30 0.88 | -0.63| 0.04 | -0.61 | 0.56 0.72

Table 1: Correlation coefficient between the Z production cross-sections and the W, tt, ggh, htt,
hW and hZ production cross-sections. The PDFALHC15 prior is compared to the Monte Carlo and
the two Hessian reduced sets, both at NLO and at NNLO.

Correlation coefficient

PDI Set W,tE | W,ggh | W, htt | W,hW | W,hZ | tF, ggh
PDFALHCI5nlo prior | -0.46 | 0.32 | 051 | 0.77 | 0.78 | 0.27
PDFALHC15.nlome | -0.35 | 049 | -0.46 | 081 | 0.80 | 0.27
PDFALHC15.nlo_100 | -0.47 | 032 | -0.52 | 077 | 0.79 | 027
PDFALHC15.nl0.30 | -0.52 | 028 | -0.56 | 0.79 | 0.81 | 0.32

PDF4LHC15 nnlo_prior | -0.40 | 0.20 -0.40 0.76 0.77 0.30
PDF4LHC15 nnlo_mc -0.44 | 0.26 -0.42 0.81 0.82 0.32
PDF4LHC151nnlo_100 | -0.40 | 0.20 -0.40 0.76 0.77 0.30
PDF4LHC15 nnlo_30 -0.47 ( 0.19 -0.47 0.77 0.76 0.31

Table 2: Same as Table 1 for the correlation coefficient of additional pairs of LHC inclusive cross-

———_



Correlations

probably only 1 Observable Correlation for MC900 NNLO
digit for the p | |
correlations is
significant, so W
plot like on right is i
more relevant
99H
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[
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(Relatively) New

® Photon PDFs

+ the photon is a constituent of
the proton just as quarks and
gluons are

it also evolves just as quarks
and gluons do, but with Abelian
splitting kernels

it's much smaller than the other
PDFs and there are fewer
experimental handles to try to
estimate its size

but as it has implications for
high mass physics, such as VV
(or for a hypothetical particle at
750 GeV which could have
been produced by a vy initial
state), or EW corrections for
just about any LHC final state,
it's something we have to
understand better

The evolution of the PDFs, f(z, pr), including QED contributions at leading order (LO)
and QCD contributions at higher orders, is described by the equations:

dfq. O
dt  2m
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FIG. 1: Plots of z f(z, pr) for pp = 3.2 GeV (left) and pp = 85 GeV (right). Three representative
photon PDFs are plotted: the “Current Mass” photon PDF (ycmM, red), and photon PDFs with
initial photon momenta fractions of pj = 0 and 0.14% (o, blue, and 7g 14, green, respectively).

The effect of the different initial photon PDFs on the quark and gluon PDFs is imperceptible in

these plots.



Photon PDFs

o \.\. 2=
&3\

® MRST were the first
+ parametrize inelastic* contribution to
the photon at initial scale Q, as
a

Fyw(e, Qo) = (Auez%p’yq ou’(x) + Adﬁ%p‘rq © d0<1')>

27

s P.fo(x) is the convolution of the quark
to photon splitting function with the
primordial quark distribution

» define A=In(Q?%/Q?), and setting Q; to
current quark masses; alternatively
use constitutent quark masses

® (CT14q9ed followed a similar approach, (@) (b) ©
but fitting to DIS data with isolated
photons from ZEUS that a”owed a FIG. 3: Amplitudes for the process ep — ey + X. For each diagram shown there is an additional

Constralnt on the total photon diagram wheZ:lthe photon is emitted off the initial-state lepton or quark.
momentum \ fit constrains
100} the photon PDF;
® NNPDF2.3 used a more general v photen
. : Yom doesn't fit the

photon parametrization, allowing 0} data:

photon to be fit to data (W,Z, Drell- g data fit well for

Yan); this implicitly includes an elastic ° current quark

component as well ol prescription with y

*There is also an elastic component for the momentum fraction
photon in which the proton remains intact. = - (at Q,)=0.1%; 90%CL
See, for example, arxiv:1607.04635. = from 0 t0 0.14%




x*PDF
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Elastic fraction of photon PDF shrinks as Q increases. Elastic does not evolve.
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Figure 25: Photon-induced and quark-induced Born-level contributions to the production of a W
pair with mass My w > Mg, plotted as a function of M, at the LHC 8 TeV (top) and LHC 14
TeV (bottom), computed with the code of Ref. [64] and NNPDF2.3QED NLO and MRST2004QED

PDFs.
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...but

. . . . & F ! LT T T ' T TTTTT ' rorrTTTTy
® ATLAS fit to higher statistics GONMOEATLAS edescL Q?-=2GeV? -
< 0.04F : oCL =
Drell-Yan data prefers photon < 0085 o MRST00ed cunem v mase E
. . . ' E oaeees MRST2004qged, tituent k =
distribution at lower end of 0,03 L0 CT14qed 68% CL E
NNPDF2.3qed uncertaint 0.025F~ — — =
i\ Y 0.02F T~ E
band, << central value - ~~o e
0.015F ~ B
. C ~ -
® Also, arXiv:1603.04874 0.01F > 3
0.0055 =
=—— CMS 7TeV s
—a— CT14QEDO0.00 03 2 TS 1
—¥— CT14QEDO0.09 _
—=— NNPDF23(scale) G oI ATLAS 10 Gev? ]
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ow bright is the photon?: arXiv:1607.04266~1p3

Can define the MS photon PDF in terms of proton structure functions, resulting in
a constraint of the photon PDF at the level of 1-2% over a broad range of x.
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Impacts of fitted charm at LHC

® Can you fit charm with the same Gluon-fusion Higgs production, LHC 13 TeV
freedomasup down gluon etc’? Al e T BLELELELE BRI R B Iy
' ' ’ - H Perturbative Charm . -
ool 8 arXiv:1605.06515
® Suffers from lack of data to | —— Fitied Charm :
constrain it (similar to the photon 1980 Fitted Gharm (no EMC)
case) 1.04

IIIIIIIII

® |mpacts for any charm-related
cross section but also for cross
sections like Higgs ggF

® Noticeable change in central
value and envelope, especially for

Ratio to Perturbative Charm PDFs

—
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fitted charm with no EMC data | Higgs rapidity

® If true, this would reflect on the
accuracy of the previous error ...see extra slides for details
band

® NNPDF3.1 plans to use fitted
charm as part of their baseline
formalism

® CTEQ PDF fits have traditionally
found a modest improvement in
v2 bv inclusion of intrinsic charm

So uncertainty for ggF would change for next
PDF4LHC update (unless other factors/data
bring it down again for NNPDF)



Z+Charm production, LHC 13 TeV Z+Charm production, LHC 13 TeV
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Figure 27: The Z bosorf rapidity (l¢ft) and transverse momentum (right) distributions for Z productior
at the LHC 13 TeV, computed using the NNPDF sets with perturbative o
T14 IC PD¥s shown in Fig. 16. Results are shown as a ratio to the NNPDI

in association with cha
fitted charm, and the
perturbative charm sef.

no discrimination
in LHC data so far,
nor in Tevatron
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® |'m working with J. Winter, F. Siegert and J. Krause on inclusion of

photon+charm at NLO into Sherpa

+ need Sherpa-like framework since fixed-order is not sufficient
+ data from 2016 should be enough to discriminate



Z p, (arXiv:1605.04295)0p>~

® ATLAS, CMS Z p; data seem to be above NNLO prediction
+ better agreement if normalize to the Z cross section

® These distributions are very precise at both the experimental and
theoretical levels

® The data will be included in the next round of global PDF fits

® The impact may be to increase the quark/gluon distributions at
moderate x values, so may possibly have an impact on ggF Higgs
Cross section
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Dijets

N =
; E S

® One of key processes for

: Process State of the Art Desired
pertu rbatlve QCD tt oot (stable tops) @ NNLO QCD do(top decays)
. . do(top decays) @ NLO QCD @ NNLO QCD + NLO EW
¢ covers largest kinematic range ) do(stable tops) @ NLO EW
Wlth jetS produced |n the multl_ tt+3j() do(NWA top decays) @ NLO QCD égl(\ll\f\?zg gg[c)lej—a}ﬁl)lo W
Tev range tt+7Z do(stable tops) @ NLO QCD do(top decays) @ NLO QCD
+ NLO EW
1 H i single-top | do(NWA top decays) @ NLO QCD | do(NWA top decays)
o EW effects very important in this ki & NNLO OOD + N10 BW
dijet do @ NNLO QCD (g only) do @ NNLO QCD + NLO EW
range <\) do @ NLO EW (weak)
[ Only process cCu rrently included in 3 do @ NLO QCD do @ NNLO QCD + NLO EW
. v+ do @ NLO QCD do @ NNLO QCD + NLO EW
global fits not known at NNLO do @ NLO EW

+ now it has been calculated \
® Current experimental precision on IPPP/16/110, MPP

the Order Of 5_1 O% fOI‘ JetS from 200 NNLO QCD predictions for single jet inclusive production at the LHC

G V/ t 1 T V/ J. Currie?, E-W.N. Glover?, J. Pires?
e C O e C @ Institute for Particle Physics Phenomenology, University of Durham, Durham DH1 SLE, England
® Maz-Planck-Institut fiir Physik, Féhringer Ring 6 D-80805 Munich, Germany

. Wou Id |ike better preCiSion for theOry We report the first calculation of fully differential jet production in all partonic channels at next-

to-next-to leading order (NNLO) in perturbative QCD and compare to the available ATLAS 7 TeV

¢ SON eed N N LO QC D an d N LO datv_a. We discuss thg size and §ha.pe of the perturbative corrections along Wlth their assoclgtec_l scale
variation across a wide range in jet transverse momentum, pr, and rapidity, y. We find significant
EW effects, especially at low pr, and discuss the possible implications for Parton Distribution Function

fits.

® \\Ve also need a better understanding
of the impact of parton showers on  ———>  topic for Les Houches
the fixed order cross section




NNLO

How to distribute the
calculation?

For calculations like W/Z+ n
jets, Higgs+ n jets, all at NLO,
use ROOT ntuples

Processes at NNLO, such as
H+jet, and W/Z+jet, use
MCFM?

Inclusive jet production not
amenable to above
techniques, so may use
applgrid/fastNLO grids

Such an approach needed for
global PDF fits

NNLOJET (and APPLfas~

Semi-automated calculation of cross sections at
NNLO from the IPPP, Zurich, ETH and others

« Gehrmann-De Ridder et al _arXlv: 1607.01749
« See talk from Alex Huss tomorrow

APPLfast-NNLO

« Developers from NNLOJET, APPLgrid and |
fastNLO

« Asingle, combined interface for NNLOJET
with both APPLgrid and fastNLO

Many processes implemented in NNLOJET

« Developing a generic interface for all avallable
processes

« Concentrating on Z + jets at NNLO for the
initial development and proof-of-concept

M Sutton - Reocent developments with fast caloulations beyond Leading



® NNLO corrections appear to be small, scale dependence reduced,
except for low p;

s NLo —— NLOLO

s NNLO _
ATLAS, 7 TeV. antik, jets, R=0.4  ______ ATLAS, 7 TeV. anti-k, jets, R=0.4 NNLO/LO
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Issue: scale choice; these predictions use the scale of the highest p; jet; PDF fits
typically use scale of inclusive jet, and R=0.6->little difference between NLO and NNLO



ATLAS 7 TeV jet data

® Impossible to get a good x? when fitting all rapidity intervals
simultaneously, although each rapidity interval by itself gives a good ?
->correlations? 8 TeV data has the same problem

® |If only one y interval is chosen, which one? Do the other rapidity intervals
provide the same constraint? If not, then how can the data be used?

® |n general, ATLAS jet data prefers a weaker gluon at high x

< ©
< f 1 ® oF ' 7 ATLAS
© 1 ® oF 15<|y|<2.0 3
izt 137 ’ R
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CMS 8 TeV jet data ~ded>~

> 8 TeV 5 8 TeV
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tT differential data
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Top distributions

® There are several distributions measured by ATLAS and CMS that have
information on the high x gluon

¢ My, Y directly
¢ Y1, pr'T indirectly

® Only one distribution should be used, unless a correlation model can be
developed

+ Wwhich one?

+ do they give the same answer? if not, do we understand why? how can
you claim a decrease in uncertainty if you pick and choose the variables
that give the answer (and constraints) you want?

® ATLAS and CMS have different trends; in this case, ATLAS favors harder
gluon (than NNPDF3.0) at high x, CMS weaker gluon

® |n general, the ATLAS and CMS top results are in tension internally, and with
each other (the latter more so in the case of normalized distributions where the
experimental errors are smaller)

® This is similar to the tension that exists between the ATLAS and CMS jet data,
although there the tension is in the opposite direction

® |[f tension, then gluon PDF uncertainty may not decrease and may even
increase
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arXiv:1611.08609

dataset Fit ID

1 2 3 4 5 6 7 8 9 10
ATLAS do /dpt. 237 230 1.09 236 224 223 209 218 234 224
ATLAS do /dy, 093 080 074 1.09 0.76 0.76 086 0.69 0.76 0.66
ATLAS do /dyq; 244 203 196 259 1.32 232 211 174 126 1.80
ATLAS do/dm; 427 447 468 414 492 4.02 434 4.99
ATLAS (1/o)do/dpl. 293 397 329 436 522 435 2.96 5.68 | fingl fit
ATLAS (1/o)do/dy,  5.00 3.17 247 636 155 293 3.04 1.10 |,
ATLAS (1/0)do/dys 9.69 559 589 895 268 573 6.73 373 | includes
ATLAS (1/0)do/dm; 230 280 331 267 396 421 3.09 2.98 |only these
ATLAS oy 012 0.10 021 010 0.10 012 0.36 0.10 | cross
CMS do /dpt, 350 346 2.60 350 3.03 3.00 285 W 324 292 |sections
CMS do/dy, 348 371 4.05 2.66 4.18 349 338 423 443 4.99
CMS do/dy; 1.36 113 1.00 1.32 0.89 086 1.00 1.01 104 1.24
CMS do/dmy; 707 627 579 633 509 5.1 6.00 431 | ...and not
CMS (1/0)do/dpt, 431 400 339 428 365 359 3.56 348 | these (for
CMS (1/0)do/dy 366 4.10 445 3.10 498 4.06 3.65 609 | oxample)
CMS (1/0)do/dyq; 150 120 106 1.73 094 101 1.20 1.32
CMS (1/0)do/dm; 120 108 981 11.1 872 872 103 7.27
CMS oy 0.10 0.35 026 019 032 021 0.11 0.35

Table 7: Same as Table 6 for the global fits.
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Figure 15: The gluon-gluon (upper) and quark-antiquark (lower) NNLO luminosities (left) and their
relative 1-6 PDF uncertainties (right) at the LHC with /s = 13 TeV. We compare the global baseline
fit with the fit including the optimal combination of LHC top-quark pair differential data.
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Summary

First, let me summarize what | didn’t talk about

+ the combined HERA1+2 data set was released after this last generation of
PDF sets

+ all PDF groups have included the data in a new round of (private) fits, and find
that it doesn’t change the results obtained with using HERA1 data alone

...and this

+ sometimes data is included in PDF fits not directly, but by re-weighting; | think
this is typically not done correctly, and over-estimates the effect of the data-
>work in progress

It appears that the photon PDF is fairly-well constrained now, and fairly small

The idea of a large intrinsic/fitted charm component still needs more study, both
theoretical and experimental

+ LHC data should be able to tell us
+ Stan may have to keep dreaming for a bit longer

PDF fitting continues to grow in sophistication and in the amount of LHC data
included in the fits

+ still hard to fight the precision of the DIS data

¢ ATLAS, CMS, LHCb data have to agree in order to reduce the current size of
PDF uncertainties

+ some PDFs, such as charm, strange, photon, and the high x gluon still have
large uncertainties, but with further data/improvements, should improve




Summary

® There's a wealth of new data from the LHC along with new calculations
at NNLO that should allow more detailed knowledge of PDFs and of
cross sections at the LHC

® One problem is the use of such calculations in global PDF fits where
thousands of iterations are required

+ for CT, we are using a combination of applgrid and fastNLO for the
NLO matrix elements, with NNLO/NLO K-factors, along with
parallelization of the computations

+ it may be possible to directly use applgrid/fastNLO such as what
NNLOJET is working on

® |n any case, the impact of the LHC data on global PDF fits requires a
great deal of study and interaction with the experimenters, especially in
cases where the experiments disagree and where different observables
(or even rapidity regions) within the the same experiment disagree

® Next PDF4LHC meeting March 7, 2017 at CERN

updates of PDF fits, data sets

discussion of incorporation of scale uncertainties in PDF fits
correlations among data sets

* 6 o o



We don’t have the 750 GeV any more
but we still have ...

lp3

Because you know it's all about that
Higgs, 'Bout that Higgs, no SUSY




The topics in this talk, and many others, will be investigated.

registration now open



...meanwhile, the book
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The Black Book

of Quantum Chromodynamics

A QCD primer for the LHC era

J. M. Campbell

Theoretical Physics Department, Fermilab, P.O.Box 500, Batavia, IL 60510, USA
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Ciaran Williams presents his vision .@
of British HEP after Brexit




Joey Huston presents his vision of

US HEP after Trump




Meanwhile, the book.. e
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® [n 2010, we carried out an exercise to
which all PDF groups were invited to
participate

® A comparison of NLO predictions for
benchmark cross sections at the LHC
(7 TeV) using MCFM with prescribed
input files

® Benchmarks included

o W/Z production/rapidity
distributions

o ttbar production

+ Higgs production through gg
fusion

Ao masses of 120, 180 and 240
GeV

® PDFs used include CTEQ®6.6, 1.

MSTWO08, NNPDF2.0, HERAPDF1.0
ABKMO09, GJRO08

W A W

Some pre-

history: PDF4LHC
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All of the benchmark processes were to be calculated with the following settings:

at NLO in the M S scheme

2. all calculation done in a the 5-flavor quark ZM-VENS scheme, though each group uses a different

treatment of heavy quarks

. at a center-of-mass energy of 7 TeV
. for the central value predictions, and for +68% and +90% c.1. PDF uncertainties
. with and without the s uncertainties, with the prescription for combining the PDF and «; errors

to be specified

. repeating the calculation with a central value of a,(myz) of 0.119.



PDF4LHC recommendations(arXiv:1101 .05

So the prescription for NLO is as follows:

e For the calculation of uncertainties at the LHC, use the envelope provided by the central values and
PDF+a§ errors from the MSTWOS, CTEQ_6.6 and NNPDEF2 .0 PDFs, using each grouE’s ErescriE-
tions for combining the two types of errors. We propose this definition of an envelope because the
deviations between the predict-ions are as large as their uncertainties. As a central value, use the
midpoint of this envelope. We recommend that a 68%c.1. uncertainty envelope be calculated and
the ¢ variation suggested 1s consistent with this. Note that the CTEQ6.6 set has uncertainties and
g variations provided only at 90%c.1. and thus their uncertainties should be reduced by a factor
of 1.645 for 68%c.1.. Within the quadratic approximation, this procedure is completely correct.

So the prescription at NNLO is:

e As a central value, use the MSTWOS prediction. As an uncertainty, take the same percentage
uncertainty on this NNLO prediction as found using the NLO uncertainty prescription given above.

So basically, this is a factor of 2.

At the time of this prescription, neither CTEQ nor NNPDF had NNLO PDFs.



More benchmarking

2 studies in 2011 Les Houches proceedings(1203.6803)

® Benchmarking for inclusive DIS cross sections
+ with S. Alekhin, A. Glazov, A. Guffanti, P. Nadolsky, and J.
Rojo
+ excellent agreement observed
® Benchmark comparison of NLO jet cross sections
+ J. Gao, Z. Liang, H.-L. Lai, P. Nadolsky, D. Soper, C.-P. Yuan
o compare EKS results with FastNLO (NLOJET++)

+ excellent agreement between the two if care is taken on
settings for jet algorithm, recombination scheme, QCD scale
choices



Higgs Yellow Reports

CERN-2011-002
17 February 2011

ORGANISATION EUROPEENNE POUR LA RECHERCHE NUCLEAIRE

CERN EUROPEAN ORGANIZATION FOR NUCLEAR RESEARCH Handbook of LHC Higgs cross sections:

2. Differential Distributions

Handbook of LHC Higgs cross sections: Report of the LHC Higgs Cross Section Working Group

1. Inclusive observables
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Followup

® Study of NNLO PDFs from 5 PDF groups (no new updates for JR)

+ drawing from what Graeme Watt had done at NNLO, but now including
CT10 NNLO, and NNPDF2.3 NNLO

o HERAPDF has upgraded to HERAPDF1.5; ABM09->ABM11

+ using a common values of o (0.118) as a baseline; varying in range
from 0.117 to 0.119)

+ including a detailed comparisons to LHC data which have provided
detailed correlated systematic error information, keeping track of
required systematic error shifts, normalizations, etc

a ATLAS 2010 W/Z rapidity distributions

a ATLAS 2010 inclusive jet cross section data

A CMS 2011 W lepton asymmetry

a LHCb 2010 W lepton rapidity distributions in forward region

® The effort was led by Juan Rojo and Pavel Nadolsky and has resulted in
an independent publication

® The results from this paper were utilized in a subsequent PDF4LHC
document(s)

® .. .andare in YR3



Now on LHAPDF

LHAPDF6 grid Pert order ErrorType Nmem | @s(m%)

PDF4LHC15 nnlo_mc NNLO replicas 100 | 0.118

PDF4LHC15 _nnlo_100 NNLO symmhessian 100 | 0.118

PDF4LHC15 nnlo_30 NNLO symmhessian 30 0.118

PDFALHC15 nnlo_mc_pdfas NNLO replicas+as 102 | mem 0:100 — 0.118

mem 101 — 0.1165
mem 102 — 0.1195
PDF4LHC15 nnlo_100_pdfas NNLO symmhessian+as [ 102 | mem 0:100 — 0.118
mem 101 — 0.1165
mem 102 — 0.1195
PDF4LHC15 nnlo_30_pdfas NNLO symmhessian+as 32 mem 0:30 — 0.118
mem 31 — 0.1165
mem 32 — 0.1195
PDFALHC15 nnlo_asvar NNLO - 1 mem 0 — 0.1165
mem 1 — 0.1195

Table 5: Summary of the combined NNLO PDF4LHC15 sets with n* = 5 that are avail-
able from LHAPDF6. The corresponding NLO sets are also available. Members 0 and 1 of
PDFALHC15_nnlo_asvar coincide with members 101 and 102 (31 and 32) of PDFALHC15_nnlo_mc_pdfas
and PDFALHC15 nnlo_100_pdfas (PDFALHC15 nnlo_30_pdfas). Recall that in LHAPDF6 there is always
a zeroth member, so that the total number of PDF members in a given set is always Nyem + 1. See
text for more details.



Recommendations

1. Comparisons between data and theory for Standard Model measurements

Recommendations: Use individual PDF sets, and, in particular, as many of the
modern PDF sets [5-11] as possible.

Rationale: Measurements such as jet production, vector-boson single and pair pro-
duction, or top-quark pair production, have the power to constraining PDFs, and this
1s best utilized and illustrated by comparing with many individual sets.

As a rule of thumb, any measurement that potentially can be included in PDF fits falls
m this category.

The same recommendation applies to the extraction of precision SM parameters, such
as the strong coupling ag(m%) [75,124], the W mass My, [125], and the top quark mass
my [126] which are directly correlated to the PDFs used in the extraction.

2. Searches for Beyond the Standard Model phenomena
Recommendations: Use the PDFALHC15 mc sets.

Rationale: BSM searches, in particular for new massive particles in the TeV scale,
often require the knowledge of PDF's in regions where available experimental constraints
are limited, notably close to the hadronic threshold where z — 1 [127]. In these extreme
kinematical regions the PDF uncertainties are large, the Monte Carlo combination of
PDF sets is likely to be non-Gaussian. c.f. Figs. 10 and 11.



. Calculation of PDF uncertainties in situations when computational speed is
needed, or a more limited number of error PDFs may be desirable

Recommendations: Use the PDFALHC15_30 sets.

Rationale: In many situations, PDF uncertainties may affect the extraction of physics
parameters. From the point of view of the statistical analysis, 1t might be useful in some
cases to limit the number of error PDFs that need to be included in such analyses. In
these cases, use of the PDFALHC15_30 sets may be most suitable.

In addition, the calculation of acceptances, efficiencies or extrapolation factors are af-
fected by the corresponding PDF uncertainty. These quantities are only a moderate
correction to the measured cross-section, and thus a mild loss of accuracy in the deter-
mination of PDF uncertainties in these corrections is acceptable, while computational
speed can be an 1ssue. In these cases, use of the PDFALHC15_30 sets 1s most suitable.

However, in the cases when PDF uncertainties turn out to be substantial, we recommend
to cross-check the PDF estimate by comparing with the results of the PDFALHC15_100
sets.

. Calculation of PDF uncertainties in precision observables

Recommendation: Use the PDFALHC15_100 sets.

Rationale: For several LHC phenomenological applications, the highest accuracy is
sought for, with, in some cases, the need to control PDF uncertainties to the percent
level, as currently allowed by the development of high-order computational techniques
m the QCD and electroweak sectors of the Standard Model.

Whenever the highest accuracy 1s desired, the PDFALHC15_100 set 1s most suitable.



\ edagogical text about their use has been

6.2 Formulae for the calculation of PDF and PDF+a. uncertainties

For completeness, we also collect in this report the explicit formulae for the calculation of
PDF and combined PDF+a; uncertainties in LHC cross-sections when using the PDFALHC15
combined sets. Let us assume that we wish to estimate the PDF+a uncertainty of given
cross-section o, which could be a total inclusive cross-section or any bin of a differential
distribution.

First of all, to compute the PDF uncertainty, one has to evaluate this cross-section Npem,+
1 times, where Njem is the number of error sets (either symmetric eigenvectors or MC
replicas) of the specific combined set,

a(k)a k=0,..., Nmem, (19)
so in particular Npye,, = 30 in PDFALHC15_30 and Npenm = 100 in PDFALHC15_100 and

PDF4LHC15_mc.

PDF uncertainties for Hessian sets. In the case of the Hessian sets, PDFALHC15_30 and
PDFALHC15_100, the master formula to evaluate the PDF uncertainty is given by

Nmem
o= 3 (0® — o), (20)
k=1

This uncertainty is to be understood as a 68% confidence level. From this expression it

1s also easy to determine the contribution of each eigenvector k to the total Hessian PDF
uncertainty. ...continues with discussion of MC PDFs
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Figure 3: Ratio of data over theory at NLO times NP correction for the CT10 PDF set. For
comparison the total theoretical (band enclosed by dashed red lines) and the total experimental
systematic uncertainty (band enclosed by full magenta lines) are shown as well. The error bars
correspond to the statistical uncertainty of the data.
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Charm

The charm quark distribution is
generated perturbatively through
gluon splitting

So normally no charm below
ccbar threshold

But what if there is an intrinsic
charm present in the proton at
low Q

This has been Stan Brodsky’s
dream for some time

BHPS PLB93B (1980) 451
Brodsky et al: arXiv:1504.06287
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Intrinsic charm

® ...and has been studied by

CTEQ in, for example, arXiv:
1309.0025 and in proceedings
of DIS2014

+ these analyses carried out at
NNLO

Two types of models:
Brodsky-like (valence-like) or
Sea-quark like

One Brodsky-like model,
BHPS1 actually leads to a
modest reduction in 2, but as
we said in the paper, it’s
interesting, but not enough to
claim the discovery of intrinsic
charm

XC(X)

BHPS1
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0.001 f
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<X>Ic
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New NNPDF paper

EMC charm structure functions

® Fit charm with flexibility present in

other PDFs s } ExpermentaiData || 1 1 1 o
« this analysis carried out at NLO H 1 Fitted Charm .
« this can be dangerous for a PDF I S | | | | k=

that's poorly constrained, as we =~ § | @rwo | o | cmnoca | chaon hosout e onr 3
saw for the photon 8 & 1 : | , E
® Use EMC charm structure function g N N
data in global fit B T N g | -
+ EMC data has not been used in 15*{‘[*‘ ;’4‘}** ls. =
PDF fits for several decades due - | R -
to known problems with the data 0;_ T T T T
a pointed out by the iR N Pl W B

experimenters themselves

+ NNPDF argumentis that data is arXiv:1605.06515 + Richard Ball
precise enough to provide at LoopFest
evidence of intrinsic charm

+ enchanced charm without the
EMC data, but with much larger
uncertainty

+ reduction in global %2 with
inclusion of fitted charm
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In global PDF fits, we assume that
fixed order (with non-perturbative
predictions) is sufficient to describe
the data, as long as the cross
sections are sufficiently inclusive,
such as the inclusive jet cross section

There seems to be some difference
between Powheg+parton shower and
Powheg+fixed order

This is not seen with Sherpa
...and needs to be better understood

In Les Houches 2015 study for Higgs
+jets observables, all ME+PS
programs devolve to underlying fixed
order predictions in non-Sudakov
regions, i.e. the parton showers
have little effect on either the
normalization or shape of these
cross sections

I'd like to extend this study to
inclusive jet production in LH2017

Ratio wrt NLOJET++

LHC jet data
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do/dp, [pb/GeV]

® We also need a better
understanding of the impact of

A \\;\

Inclusive jet production

parton showers on the fixed order

cross section

Inclusive jet transverse momenta in different rapidity ranges
108 T T T LU | T T T T T TT I

107 —e— ATLAS data
Phys. Rev. D86 (2012) 014022
6
10 —— SHERPA MCI@NLO :
105 ¥R =pr=3Hr, po=7p1
—— SHErRPA MC@NLO
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103 MR, MF variation
Mo variation
102 MPI variation
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Sherpa MC@NLO seems to do a good job

in describing ATLAS data (but PDF dependent
statement)

Compare to fixed order with same PDF
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scale uncertainties
seem small
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Photons

One of key processes at hadron
colliders

Has not been used in global PDF

fits since 90’s

+ relatively large scale
uncertainty at NLO

+ worry about isolation

o KT effects (fixed target)

As of Wed, now calculated at
NNLO

+ using n-jettiness subtraction

Ap>

Process State of the Art Desired
tt oot (stable tops) @ NNLO QCD do(top decays)
do(top decays) @ NLO QCD @ NNLO QCD + NLO EW
do(stable tops) @ NLO EW
tt +j(j) do(NWA top decays) @ NLO QCD | do(NWA top decays)
@ NNLO QCD + NLO EW
tt+7Z do(stable tops) @ NLO QCD do(top decays) @ NLO QCD
+ NLO EW
single-top | do(NWA top decays) @ NLO QCD | do(NWA top decays)
@ NNLO QCD + NLO EW
dijet do @ NNLO QCD (g only) do @ NNLO QCD + NLO EW
do @ NLO EW (weak)
P, | do @ NLO QCD do @ NNLO QCD + NLO EW
v+ do @ NLO QCD do @ NNLO QCD + NLO EW
) do @ NLO EW

Direct photon production at next-to-next-to-leading order

John M. Campbell,!:* R. Keith Ellis,?: T and Ciaran Williams®:*

! Fermilab, P.O.Boz 500, Batavia, IL 60510, USA
?Institute for Particle Physics Phenomenology, Department of Physics,
University of Durham, Durham, DH1 SLE, UK

I Department of Physics, University at Buffalo

The State University of New York, Buffalo 14260 USA

(Dated: December 14, 2016)

We present the first calculation of direct photon production at next-to-next-to leading order
(NNLO) accuracy in QCD. For this process, although the final state cuts mandate only the presence
of a single electroweak boson, the underlying kinematics resembles that of a generic vector boson plus
jet topology. In order to regulate the infrared singularities present at this order we use the N-jettiness
slicing procedure, applied for the first time to a final state that at Born level includes colored partons
but no required jet. We compare our predictions to ATLAS 8 TeV data and find that the inclusion of
the NNLO terms in the perturbative expansion, supplemented by electroweak corrections, provides
an excellent description of the data with greatly reduced theoretical uncertainties.



Photon at NNLO

® Scale uncertainty much
smaller

® Still some disagreement

with data, especially at
high E-

 MCFM|
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Photons at NNLO

® EW corrections very important at
high E;
+ leading log Sudakov
corrections applied

® Could higher order EW contribute
as well?

® CMS qualitatively the same, but
only low statistics for inclusive _
cross section F NNLO(1+Agw)

Ratio/ATLAS
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A few last words

® Modern technology for ME+PS programs allows the underlying event
to be calculated (and tuned) using one PDF and the matrix element
evaluation and parton showering to be done with another
+ can think of it as an effective factorization
® That UE PDF can even be LO...in fact usually better/easier if it's LO

® Thus, a lot of work that is carried out by LHC experiments on
creating tunes for new versions of PDFs can be avoided, IMHO
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Figure 7: Ratio of data over theory at NLO times NP correction for the NNPDF2.1 PDF set.
For comparison predictions employing four other PDF sets are shown in addition to the total
experimental systematic uncertainty (band enclosed by full magenta lines). The error bars
correspond to the statistical uncertainty of the data.



