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Worldwide LHC Computing Grid
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167 computing sites, 
43 countries 
(as of September 2016)

CPU: 3.8 M HepSpec06 
If today’s fastest cores: ~ 350,000 cores 
Actually many more (up to 5 yr old cores) 

Disk: 310 PB 
Tape: 390 PB



Big “numbers”..
Data taking continues to break 
records! Massive volumes of data 
written to storage 

• June-August 2016 at >500 TB/day  

• 10.7 PB recorded only in July 2016 

• 2016 to date: ~35 PB LHC data 

• CERN tape archive is 160 PB
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CMS
ATLAS

Data distributions over high-
performance networks 

• global data transfer rates increases 
to >40 GB/s (2x Run-1) 

• regular transfers of 80 PB/month 

• many billions of files..
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[ credits: D. Bonacorsi, presentation on “Big Data in Big Science at CERN” to Accenture [Sep 2016]



Is CERN/LHC data “Big Data”?

The >30 PB/year of physics data are e.g not stored on Hadoop 

• experiments data are mainly stored on tapes, with disks used mainly as caches 

CERN and LHC experiments use Hadoop for storing the metadata 
of the accelerator and the physics experiments  

Extract value from (meta)data: 

• make (meta)data accessible 

• draw insight from the (meta)data 

• translate insight into action
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CMS: towards adaptive modelling
CMS built a computing system that worked in LHC Run-1/2. 

At which depth do we fully “understand” it? 

• Can we perform precise modelling of specific workflows / site behaviours / system 
performances? Can we use this modelling to make predictions? 

❖ e.g. population vs pollution of Tier disks; TierX - Tier-Y data transfer patterns; .. 

Computing operations (meta-)data is all archived 
• but rarely (or never) accessed 

❖ e.g. transfers, job submissions, site performances, releases details, infrastructure and services behaviours, analysis 
accesses, .. 

• we basically monitor to debug in near-time, not to analyse and learn from the past to design 
and build what’s next 

Here is where the Big Data zoology and Analytics techniques come in: 

• a complementary “data scientist” approach 

 → towards an adaptive modelling of CMS workflows 

Many ideas came out of a first CMS R&D workshop in Bologna, back in June 2014
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Hadoop at CERN-IT

.. and we also use the “Big Data” technologies installed at CERN for this. 

Today experiments can use a 
full Hadoop service at CERN-IT 

• set-up, operations, consultancy,  
user community 

• full Hadoop ecosystem, most  
tools available, up-to-date 

4 clusters in operations 

• focus on addressing most pressing use-cases 

• biggest is ~800 cores, ~1.5 TB mem, >2 PB storage 

Very fluid and exciting situation, and new LHC use-cases pop up often!
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CMS Structured data

Structured info on a variety of CMS Computing activities are stored 
across multiple data services 

✦ all info available via CMS data service APIs 
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Most ideas came out of a 
first CMS R&D workshop in 
Bologna, back in June 2014



CMS Structured and Unstructured data

Plenty of unstructured information in the CMS Computing (meta-)data ecosystem 

• potentially very rich and sensitive predictors of user activities and future needs 

• hard to process; manpower shortage; needs careful cost vs gain evaluation 

Current focus is mostly on structured
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[ Warning: semi-structured ]

400 different HyperNews fora, several yrs 
of user discussions, “social data-mining” 
aspects of collaboration-level research 
(membership changes study, physics 

interests evolution over time, …)

Infrastructure issues reporting/tracking, 
ticketing systems (JIRA, GGUS)..

Twiki content as a knowledge graph that 
could be mapped to user activities and 

physics interests, and their evolution over time 
could be studied with appropriate tools.

CMS events calendar, activity 
planning docs, list of major 

conferences and workshops, … 
could identify cycles within 

different physics communities

It serves all data sources to users, thus 
its logs may be mined to extract 
valuable info on user activities

Activity-based ELOGs are a precious 
source of info on what’s happening on 

which systems and at which priority



Outline of next slides today

Goal today is to inform you and 
stimulate your potential interest 

• if you have questions on specific 
area, contact us! 

Template for each: 

• see right-hand side 
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A (not exhaustive!) list of activities around Analytics, with focus on 
computing “structured” (meta)data on which CMS has use-cases 
and plans of work, and would welcome new collaborators 

(NOTE: more activities exist e.g. in DeepLearning and BigData for physics use-cases, also in 
the CERN openlab context, etc - plenty of interesting work in progress!)
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CMS dataset popularity with ML

Objective: Study of CMS datasets access patterns 

• clean disk-caches from unpopular data, trigger replication of popular data 

• crucial to optimise storage usage on WLCG Tiers 

(Valentin’s) DCAFPilot [1] as the main ML-based tool (see next) 

Supervised ML (classification) for the data popularity use-case 

• define a ‘predictable’ popularity, seek for best ML algorithms, use ML to train a model to 
be able to predict popularity of current and future CMS datasets 

• demonstrated that it can work - focussed work on MiniAOD format in progress 

Next: We need to extend the work, plus to develop a data-service 

• to be queried via API by end-users (e.g. Dynamic Data Management)
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⚐ Tags: ML, SparkML, data-service, web development 

📑 Refs: [1, 2]
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[ credits: L. Canali, CERN-IT, Dec 2016 ]



DCAF
DCAF = Data and Computing Analytics Framework 

Aim is to collect information from CMS data-services and represent 
it in a form suitable for “analysis” (e.g. ML tools) 

• Pilot project finalised and in use
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📑 Refs: [1]
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Dataframe generator toolkit:  
collects/transforms data from CMS data 
services (structured data only, here) and 
extract necessary bits into data frames

MongoDB used for 
internal cache

ML algorithms (python / R 
code) for data analysis

[ credits: V. Kuznetsov ]



DCAF   (continued)

Framework consisting of several layers: 

• storage layer, which can be used to keep information from various CMS data-services. 

❖ Currently, DCAF uses MongoDB and associated py-mongo driver as a storage solution, but it can be replaced 
with any other key-value store or RDBMS database 

• mapping layer to provide mapping between sensitive information and its numerical 
representation 

❖ e.g. DNs into set of unique ids 

• aggregation layer which collects and merge information from various CMS data-
sources 

• representation layer will take care of data representation suitable for analysis 
framework 

❖ e.g. represent our dataframe into CSV data-format 

• analysis layer which will either use a custom analysis algorithm or provide bridge to 
other learning system libraries 

❖ The easiest solution would be to use python sklearn library [7] which already provides broad variety of 
learning algorithms
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📑 Refs: [1]



CMS data transfer latencies in PhEDEx

Objective: Understand and classify issues behind data transfer tails 

• based on PhEDEx, the current CMS dataset replication system 

❖ stateless and loosely coupled software agents, communicating with a transfer mgmt DB (Oracle backend) 

❖ PhEDEx handles subscriptions, performs (application level) routing, outsource transfer execution to gLite FTS, 
performs post-transfer checks and overall data placement monitoring and book-keeping 

• large variety of PhEDEx nodes, data types, transfer volumes, priority windows.. 

❖ “latencies” may originate in a variety of ways, actions are efficient only if based on actual nature of latency 

Latencies classifications + ML studies of block replicas tails with DCAF  

• extract FTS data, put into HDFS (.json raw format), convert into a table data format (.csv) 
to be read by DCAFPilot, which applies ML techniques 

Next: proof-of-concept as a goal, then wrap-up the ML box into a data-service
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⚐ Tags: ML, SparkML, data-service, web development 

📑 Refs: [1, 3]



CMS DBS/PhEDEx aggregations

DBS(v3) is the CMS event-data index (“what data exists?”) 

• a database and a user API, whose primary functionality is to allow for data 
discovery by CMS physicists, and to provide cataloging for prod+analysis ops 

Objective: DBS/PhEDEx aggregation needs 

• e.g. global CMS data volume stats, T1/2/3 data population and its evolution 
over time, recorded/produced evts counter per data types, data flow through 
sites (connected to the PhEDEx replica monitoring - see next), .. 

Using CERN Hadoop+Spark platform 

• quick progress recently! also cross-fertilising with neighbouring projects 

• join soon if you are interested to learn quickly and help us to boost on this
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⚐ Tags: BigData, Hadoop, HDFS, Spark, data-vis

📑 Refs: [4, 5]



PhEDEx dataset replica monitoring

CMS data recorded in files, organised in datasets and blocks 

• datasets = set of files with common physics content (few files - 100k files; few GB - 100 TB) 

• datasets are divided into groups of files called blocks to simplify DM (100-1000 files; 100 
GB - 1 TB) 

PhEDEx distributed the data over tens of Tiers, and tracks in Oracle the current 
status of every replica of every block produced in CMS 

Objective: complement PhEDEx monitoring with a system to generate statistics 
about storage space occupation per data type and Tier 

• export them to HDFS (CERN Analytics platform) 

❖ daily replica catalog snapshots on HDFS in CSV format; snapshot size: 2.0-3.5 GB, 5.5M-8.5M rows, 1yr => 1 TB 

• Spark jobs for aggregation of block replica snapshots on HDFS at different levels/metrics  

Next: set up a data-vis system to view both the current status and the time 
evolution of the results
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⚐ Tags: BigData, Hadoop, HDFS, Spark, data-vis

📑 Refs: [4, 6]
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PhEDEx dataset replica monitoring   (continued)

[ credits: V. Kuznetsov, Sw/Comp week, Nov 2016 ]



WMArchive performance service

Part of the WMArchive project (aimed at a reliable store of CMS WM 
framework job report (FWJR) docs) 

WMArchive performance service (on CERN-IT analytics platform): 

• an aggregation pipeline to regularly retrieve data archived in HDFS, i.e. processes the 
distributed DB of FWJRs to collect performance metrics  

❖ clients interact with WMArchive via HTTP interface, post queries via JSON. Search and aggregation is done via 
Spark jobs 

• an interactive web interface to visualise the aggregated data and to provide flexible 
filters and options to assist the CMS data operators in assessing the job performances
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⚐ Tags: BigData, Hadoop, HDFS, Spark, data-vis

📑 Refs: [4,7,8]

Production job finishes 
and produce a FWJR

Agent posts it to the 
WMArchive REST 

server

The server buffers it in 
a short-term 

MongoDB database

Every day, new FWJRs 
are converted into a 

binary AVRO file 
format

AVRO files are migrated to long-
term storage: designed to host 
millions of files for indefinite 

time.

"

#
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"

WMArchive performance service   (continued)

[ credits: V. Kuznetsov, Sw/Comp week, Nov 2016 ]



Computing and Technology Workshop - Vilnius - Dec 2016 D. Bonacorsi, V. Kuznetsov

Technologies: 

Big-data storage backend: Apache Hadoop 
Aggregation pipeline: Apache Spark, 
MongoDB, Python 
REST web server: WMArchive, Python 
Frontend: JavaScript with Backbone.js,  
HTML, CSS, Sass 
Visualization: D3.js 

[ credits, Nils Leif Fischer (CERN Summer Student 2016)]
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#

WMArchive performance service   (continued)

Snapshot of the web interface



Analytics on WMArchive data store

Objective: FWJR/DMWM/WMAgent analytics via WMArchive data 
store 

• e.g. job failure evolution on sites, explore the dominant sources for job failures 
on a processing campaign, etc
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⚐ Tags: BigData, Hadoop, HDFS, Spark, data-vis

📑 Refs: [7]

MongoDB as short-
term storage 

technology (buffer for 
incoming requests)

Data stored via 
MongoIO 

storage layer Data are asynchronously 
moved to long-term 

HDFS storage via HdfsIO 
storage layer



CMSWeb Analytics

CMSWeb = centrally-operated cluster of web services critical for 
CMS Sw/Comp project operation 

• DAS, PhEDEx, Request Manager, DQM components, Data popularity, SiteDB, 
and more.. 

Objective: CMSWeb analytics efforts 

• we need to study CMSWeb logs to gain insight on user activities 

❖ primary goal: find cause of outages
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⚐ Tags: data analytics, data-vis

📑 Refs: [9]



CMSWeb hosts O(30) data-services, with peaks of 100M requests.
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CMSWeb Analytics   (continued)

[ credits: V. Kuznetsov, Sw/Comp week, Nov 2016 ]



CMSWeb and concurrency

Apart from analytics, there is interest in continuing a branch of work 
on CMSWeb: 

• generic Go sync/async web servers for CMS data-services 

❖ DBS/PhEDEx implementation in Go 

❖ performance studies of real data-services: Go vs Python 

• Python async web servers for CMS data-services 

• Go implementation of CMSWeb front-end (CMS auth stack) 
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⚐ Tags: asynchronous I/O, concurrency, web services
not strictly Analytics..

📑 Refs: [9]



CMS event classification
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⚐ Tags: Deep Learning, algorithms

📑 Refs: [5,10]

[ credits: V. Kuznetsov, 
Sw/Comp week, Nov 2016 ]



Objective: proof-of-concept that we can perform CMS event classification via 
Machine Learning / Deep Learning techniques by using CMS data (ROOT) 

• recent project started at Cornell, connection with other similar efforts
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📑 Refs: [5,10]

CMS event classification   (continued)

[ credits: V. Kuznetsov, Sw/Comp week, Nov 2016 ]



Conclusions

Data analytics in CMS has active work in progress on various fronts 

• overall work plan progressing through well-confined and modular projects 

• perfect fit for longer term partnership as well as students for few months 

❖ one aspect cross-fertilising the other 

• very good support from the CERN-IT Analytics platform (growing quickly!) 

• excellent environment to contribute with your data scientist skills, or to grow 
expertise on Big Data and an Analytics ecosystem 

• stimulate a no-barriers fertile culture among high-energy physics (academia), 
computer science and data science 

Contacts: 

• daniele.bonacorsi@unibo.it, vkuznet@gmail.com 
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Not exhaustive at all.. 

In the back-up: some more examples of Big Data tools in HEP. 

But before this..
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Young collaborators from the Baltics
Vidmantas Zemleris <vidmantas.zemleris@gmail.com> 

• work on DAS keyword search interface (work towards his master degree at EPFL) 

Kipras Kančys <kipras.kan@gmail.com> 

• work on dataset-popularity and SparkML interface for DCAFPilot project  (during his Spring 
semester) 

Aurimas Repečka <aurimas.repecka@mif.stud.vu.lt> 

• work on PhEDEx replica monitoring tools  (CERN summer student) 

Zygimantas Matonis <mr.matonis@gmail.com> 

• work on PhEDEx replica monitoring predictions (CERN summer student) 

Adelina Varatinskaite <adelina.varatinskaite@mif.stud.vu.lt> 

• work in DMWM on python2 to python3 migration (CERN summer student)  

Excellent feedback by their CMS supervisors: solid knowledge, hard workers, 
ability to quickly pick up new tools and get familiar with the sw environment, etc.  

CMS is looking forward to have more collaborators like you on board!
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Skills set

Apart from the ⚐ Tags (right-hand side of all projects slides in this 
talk), for guidance to both students and professors, the basic 
required skill set roughly covers: 

• familiarity with Linux/UNIX tools 

• Linux OS 

• python 

• Git, Javascript, web-development 

• data-structures/algorithms 

• Machine Learning 

• BigData tools is a plus (e.g. Hadoop, HDFS, Spark) 

• database(s) is a plus (ORACLE, MySQL, MongoDB)
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Back-up
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[ credits: D. Bonacorsi, presentation on “Big Data in Big Science at CERN” to Accenture [Sep 2016]



35

[ credits: D. Bonacorsi, presentation on “Big Data in Big Science at CERN” to Accenture [Sep 2016]
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[ credits: D. Bonacorsi, presentation on “Big Data in Big Science at CERN” to Accenture [Sep 2016]
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[ credits: D. Bonacorsi, presentation on “Big Data in Big Science at CERN” to Accenture [Sep 2016]


