
J.	Kirk,	CHEP	2018,	Sofia,	Bulgaria

 The	design	and	performance	of	the	ATLAS	Inner	Detector	

Trigger	in	high	pileup	collisions	at	13	TeV	at	the	Large	
Hadron	Collider 

Julie	Kirk	(RAL)	

on	behalf	of	the	ATLAS	Collaboration

10/7/18 �1



J.	Kirk,	CHEP	2018,	Sofia,	Bulgaria

 LHC & ATLAS
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Increasing	luminosity	and	pile-up

Multi-purpose	LHC	detector
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Initial 2018 calibration

https://twiki.cern.ch/twiki/bin/view/AtlasPublic/LuminosityPublicResultsRun2
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 ATLAS Inner Detector(ID)
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➢ For	track	and	vertex	reconstruction	
➢ 3	subsystems:	

➢ Pixels		-	4	layers	(inner	layer	added	for	Run	2,		barrel	only)	
➢ SemiConducting	Tracker	(SCT)	–	

➢ 4	barrel	and	9	endcap	layers	of	silicon	microstrip	detectors	
➢ Transition	Radiation	Tracker		

➢ Gaseous	straw	tubes	(average	36	hits	per	track)
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 ATLAS Trigger System
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➢ Two	level	system:	
➢ Level1	:	hardware	

➢ 2.5µs,	reduce	rate	to	~100	kHz	
➢ HLT	:	software	based	

➢ ~200ms,	reduce	rate	to	~	1.5	kHz	

➢ Region	of	Interest	(RoI)	based	

➢ ID	Trigger	
➢ Part	of	HLT	
➢ Fast	online	track	and	vertex	finding	
➢ Essential	for	nearly	all	physics	triggers	

➢ Online	physics-object	reconstruction	with	
sufficient	resolution	to	control	rates.	

➢ CPU	intensive,	need	to	keep	timing	under	
control	

➢ FTK	
➢ New	hardware	based	tracking	
➢ Currently	being	commissioned

See	talk	of	Alex	Martyniuk	(Wednesday	11.45am,	Track	1)	
“The	ATLAS	Trigger	in	2017	-	improvements,	performance	and	challenges”

ATLAS	Online	System
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 Tracking Algorithms
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Tracking	split	into	2	parts	–	ensure	speed	while	maintaining	performance:	
➢ Use	Level-1	Regions	of	Interest	(RoI)	to	restrict	volume	of	detector	for	reconstruction	
➢ Fast	Tracking	:	

➢ Fast	custom	pattern	recognition	plus	initial	Kalman	filter	track	fit	
➢ Precision	Tracking	:	

➢ Process	tracks	from	first-stage,	improve	quality	and	apply	tighter	requirements	

➢ For	LHC	Run	2	introduced	“Multi-stage	tracking”	:		
➢ Multiple	fast	tracking	stages:	run	in	reduced	volume	RoI	to	improve	RoI	position	before	re-running	in	larger	RoI.	

L1	Trigger	RoI Fast	Tracking	 Precision	Tracking	
HLT	performs	further	
object	reconstruction	

using	tracks		
→	HLT	Decision

Object	
reconstruction	
and	decision	

Typical	trigger	“chain”
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Figure 11: The ID trigger muon tracking performance is shown with respect to loose muon candidate tracks from the
6 GeV muon trigger with pT > 6 GeV; (a) the e�ciency versus the o�ine reconstructed muon pT, (b) the resolution
on the transverse impact parameter, d0 versus o�ine reconstructed muon pT. The o�ine reconstructed muon tracks
are required to have at least two pixel clusters, and at least six SCT clusters are required to lie in the region |⌘ | < 2.5
and pT > 6 GeV. The closest matching trigger track within a cone of R < 0.05 of the o�ine reconstructed track
is selected as the matching trigger track. Bayesian uncertainties are shown.

the fast tracking again followed by the precision tracking, but this time in a wider RoI in both ⌘ and �, but397

centred on the z position of the leading track identified by the first stage and limited only to | z | < 10 mm398

with respect to this leading track. For evaluation purposes, the tau lepton signatures can also be executed399

in a single-stage mode, running the fast track finder only once in a wide RoI in ⌘ and � and extended along400

the beam line, followed by the precision tracking, again in this wider RoI. The RoIs from these di�erent401

single-stage and two-stage strategies are illustrated in Fig. 12.402

M Sutton - IDTrigger performance in 13 TeV collisions

TGM  16th September 2015 

Understanding the tau timing

2

One-stage tracking RoI
Two-stage tracking: 
1st stage RoI

Two-stage tracking: 
2nd stage RoI

Plan view

beam line

• Main saving in time in one-stage tracking comes from narrower φ range in first stage, and narrower z range in second
stage

• Narrower η extent in first stage has a smaller impact because of large z extent ! (Beware Δη in the trigger is almost never
results in pyramid shaped RoIs - they are nearly always the wedge shapes illustrated here) 

• Two stage tracking RoIs not entirely different in volume - FTF timing may not be dissimilar

Figure 12: A schematic illustrating the RoIs from the single-stage and two-stage tau lepton trigger tracking, shown in
plan along the transverse direction with the beamline horizontally through the centre of the figure and in perspective
view.

Figure 13 shows the performance of the tau two-stage tracking with respect to the o�ine tau tracking for403

27th July 2016 – 16:37 17
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Figure 11: The ID trigger muon tracking performance is shown with respect to loose muon candidate tracks from the
6 GeV muon trigger with pT > 6 GeV; (a) the e�ciency versus the o�ine reconstructed muon pT, (b) the resolution
on the transverse impact parameter, d0 versus o�ine reconstructed muon pT. The o�ine reconstructed muon tracks
are required to have at least two pixel clusters, and at least six SCT clusters are required to lie in the region |⌘ | < 2.5
and pT > 6 GeV. The closest matching trigger track within a cone of �R < 0.05 of the o�ine reconstructed track
is selected as the matching trigger track. Bayesian uncertainties are shown.
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 Multi-stage tracking : 2-stage tracking
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➢ 2-stage	tracking	used	for	jet	and	tau	triggers	

➢ Run	1	:		Single	stage	RoI	–	large	RoI	(0.4x0.4)	

➢ Run	2	:	2-stage	tracking:	
➢ Stage	1	

➢ Fast	Tracking	RoI	with	large	range	in	z	(|z|<225mm)	
but	narrow	in	η	and	φ	(0.1x0.1)	

➢ Determine	track	and	vertex	of	interest		
➢ Stage	2	

➢ Seed	new	RoI	with	narrow	range	in	z	(|z|<10mm)	but	
wider	in	η	and	φ	(0.4x0.4)	

➢ Fast	Tracking	and	Precision	Tracking	run	in	second	RoI	

η

φ z

η
φ

z
Eur.	Phys	J.	C77	(2017)	317
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 Multi-stage tracking : performance
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Processing time per RoI [ms]
0 50 100 150 200 250

N
or

m
al

is
ed

 E
nt

rie
s

-510

-410

-310

-210

-110

1

Two-stage: 1st stage _ _  0.11 ms±mean = 23.1 
Two-stage: 2nd stage ___  0.09 ms±mean = 21.4 
Single-stage: . . .  0.34 ms±mean = 66.2 

Tau trigger: Fast Track Finder
Data 13 TeV, August 2015, 25 ns running
ATLAS Operations

Processing time per RoI [ms]
0 10 20 30 40 50 60 70 80 90 100

N
or

m
al

is
ed

 E
nt

rie
s

-510

-410

-310

-210

-110

1

Two-stage: ___  0.04 ms±mean = 4.8 
Single-stage: . . .  0.07 ms±mean = 12.0 

Tau trigger: Precision Tracking
Data 13 TeV, August 2015, 25 ns running
ATLAS Operations

https://twiki.cern.ch/twiki/bin/view/AtlasPublic/HLTTrackingPublicResults
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 Multi-stage tracking : Super-RoI
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➢ Avoid	processing	“overlap”	areas	twice	
by	creating	“Super-RoI”	

➢ Super-RoI	contains	RoIs	about	each	jet,	
large	range	along	beamline	but	narrow	
width	in	η	and	φ	

➢ Avoids	reconstructing	tracks	multiple	
times	in	overlapping	regions

Used	in	bjet	triggers:	

Fast	Tracking	
in	SuperRoI	

Define	new	Jet	RoIs	
around	L1	Jets,	using	

primary	vertex

Fast	Tracking	in		
new	RoIs	

Precision	
Tracking	and	

secondary	vertex	
finding

Use	tracks	to	find	
primary	vertex

Find	jets	and	
combine	to	form	

SuperRoI
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 Performance : muon trigger
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High	efficiency	>99% Efficiency	stable	even	with	high	pile-up

https://twiki.cern.ch/twiki/bin/view/AtlasPublic/HLTTrackingPublicResults

 [GeV]
T

offline muon p
3 4 5 6 7 20 30 40 210 210×2

Ef
fic

ie
nc

y

0.95

0.96

0.97

0.98

0.99

1

1.01

 Fast tracking
 Precision tracking
 Fast tracking
 Precision tracking

 > 4 GeV
T

ATLAS Preliminary
Data 2018 s = 13 TeV 
Offline medium muon tracks p 
24 GeV muon trigger

10
>µ<

15 20 25 30 35 40 45 50 55 60 65

Ef
fic

ie
nc

y

0.96

0.97

0.98

0.99

1

1.01

 Fast tracking
 Precision tracking
 Fast tracking
 Precision tracking

 > 4 GeV
T

ATLAS Preliminary
Data 2018 s = 13 TeV 
Offline medium muon tracks p 
24 GeV muon trigger

0.95



J.	Kirk,	CHEP	2018,	Sofia,	Bulgaria

 Performance : tau trigger
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Efficiency	stable	even	with	high	pile-up

>µ<
15 20 25 30 35 40 45 50 55 60 65

Ef
fic

ie
nc

y
0.95

0.96

0.97

0.98

0.99

1

1.01

 Stage 1 fast tracking
 Stage 2 fast tracking
 Stage 2 precision tracking

 Stage 1 fast tracking
 Stage 2 fast tracking
 Stage 2 precision tracking

 Stage 1 fast tracking
 Stage 2 fast tracking
 Stage 2 precision tracking

ATLAS Preliminary 
Data 2018 s = 13 TeV

 > 20 GeV
T

Offline medium 1-prong taus, p
25 GeV tau trigger

ηoffline tau track 

3− 2− 1− 0 1 2 3

Ef
fic

ie
nc

y

0.95

0.96

0.97

0.98

0.99

1

1.01

 Stage 1 fast tracking
 Stage 2 fast tracking
 Stage 2 precision tracking

 Stage 1 fast tracking
 Stage 2 fast tracking
 Stage 2 precision tracking

 Stage 1 fast tracking
 Stage 2 fast tracking
 Stage 2 precision tracking

ATLAS Preliminary 
Data 2018 s = 13 TeV

 > 20 GeV
T

Offline medium 1-prong taus, p
25 GeV tau trigger

https://twiki.cern.ch/twiki/bin/view/AtlasPublic/HLTTrackingPublicResults



J.	Kirk,	CHEP	2018,	Sofia,	Bulgaria

>µ<
20 25 30 35 40 45

Ef
fic

ie
nc

y

0.9

0.92

0.94

0.96

0.98

1

1.02

Fast Track Finder
Precision Tracking
Fast Track Finder
Precision Tracking

ATLAS Preliminary
s = 13 TeV√Data 2017 

55 GeV jet trigger

 Performance : Bjet trigger
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Good	z0	and	d0	
resolutions

Efficiency	stable	
with	high	pile-up
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55 GeV jet trigger
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55 GeV jet trigger
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z0	-	longitudinal	impact	parameter	
d0	-	transverse	impact	parameter
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 Summary
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❖ Inner	Detector	trigger	is	essential	for	the	operation	of	the	ATLAS	Trigger	

❖ Upgraded	to	cope	with	increased	luminosity	and	pileup	in	Run	2	
❖ Two	stage	reconstruction	(Fast	Tracking	followed	by	Precision	Tracking)	
❖ Multi-stage	RoI	methods	

❖ Excellent	tracking	performance	seen	in	2017	and	2018	data	

❖ Tracking	performance	insensitive	to	increased	pileup	seen	in	Run	2	

❖ ID	Trigger	continues	to	provide	the	excellent	performance	needed	to	record	important	
physics	signatures	within	available	time	constraints
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 Performance : muon trigger
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