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Introduction

LHCb is one of the 4 LHC experiments and continues to
revolutionize data acquisition and analysis techniques.

Concepts of “online” and “offline” analysis unified:

e calibration and alignment take place automatically in real time
and are used in the triggering process such that Online data are
immediately available offline for physics analysis (Turbo analysis),

(see talk from C. Bur : LHCb full-detector real-time alignment and calibration: latest developments and
perspectives)

e HLT farm used simultaneously for different workflows
* synchronous first level trigger
» asynchronous second level trigger
* Monte-Carlo simulation



e

HLTFarm environment

HLTFarm is composed by ~1500 PCs, distributed over ~60
subfarms.

These subfarms are logically divided in the Control System and
each subfarm row is composed with 24 or 28 or 32 PCs each

Each of the subfarms is controlled by a controller PC with WinCC
OA installed — which manages the HLT tasks on the HLT nodes.

These controller nodes are also connected to a top level HLT
control node, which manages the availability and allocation of the
subfarms for the global Experiment Control System (ECS).

Each HLT node have minimum 24 CPU (Hyper-)Cores and local
disk partioned for various activities
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Legend:

Control System (ECS) in LHCb is
based on the SCADA WinCC OA with
custom LHCb developed
components.

@ * ECS controls the whole

experiment:
* Front End electronics
* HLT
* DAQ

* ECSis able to configure the whole
experiment based on the different
states of the LHC accelerator

 We wanted to integrate also in
ECS the configuration of the
production tools for Offline
activities (DIRAC)
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DIRAC

DIRAC Script : task started on each worker

node

* sets proper computing environment
* launches the Agent

GANGA |

Production BK quer FileCatal
[Job mnnhnr] [ Tpductio ] [DIFIAC AFI] [wagmgg] [ hmmafﬂj

v . v v v

" query the DIRAC Workload Sorvces onsc o

Management System to check if Management
. e
there is some task to be executed. . . -
* Ifthe Agent gets a job
Agent Agent Agent

* execution in the local disk where
the input data, if any, will be {F{gsoumss [ ea | Grawn | [site Gatekeeper| [ Tiert vO-box | ]
downloaded and the output will be
written.

e At the end of the task' the ou put(s) % Standard DIRAC job submission cycle o to
will be uploaded to the Storage it e ——

| in th m r Center. DIRAC Task 18 pilot 14 SN | Grid
. Ocated t _e CO pUte Ce te Queues Scheduler - Director —
During the execution of the task,

information sent to DIRAC monitoring to

follow the progress of the job.
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LHCb software environment

e LHCb is using CVMFS to distribute all the LHCb applications

 CVMFS is mounted on all the computer center that are providing
computing resources for LHCb

 Grid centers :T1, T2
e HLTfarm

* The environment in which the LHCb applications is running is also
based on CVMFS
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LHCb Workflows used in the HLTFarm

LHCb 2015 Trigger Diagram
40 MHz bunch crossing rate | HLT1 runs synchronously and reduces rate

o from 1MHz to about 100kHz

LO Hardware Trigger: 1 MHz | * HLT2 runs asynchronously on HLT1 output

readout, high Er/Pr signatures buffered to disk and reduces rate to about
450 kHz 400 kHz 150 kHz 12kHZ

e HLT is completely software based and runs on

! Software High Level Trigger : a dedicated computer farm with ~1500 PCs
[ Partial event reconstruction, select ] tota|||ng over 50000 (Hyper) cores.
displaced tracks/vertices and dimuons

e HLT software installed on CVMFS
Buffer events to disk, perform online

detector calibration and alignment B M 0O nte_Ca rl o) Si mu |atio N

[ Full offline-like event selection, mixturej * DIRAC jObS du ring idle CYCle if tasks are
of inclusive and exclusive triggers ava | | a b I e

> T I

e Simulation software install on CVMFS
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e Each node is independant
» Settings are individual per machine

e Sific Y i  All tasks controlled by WinCC OA on
running on each nodes

8 sub-farm nodes

| & s
| SOl * Possibility to set the exact number
| of jobs on each machine
[ T [ EEmpE R . ope .
. . Possgmlltyftp I?)etdautorr&z.atlcally Lhe
FSM Control — S— number of jobs depending on the
Tolialalclalelislcls , machine CPU
I .. eilieilie B T * In case of automatic configuration,

the number of cores to be left
unused (for DIRAC) can be set

* No need to change the settings of the
node to switch between task

JobMonitoring | (4] Selectas | Select Mane

mmmmm

* (Can easily utilize just a part of the
farm (in case some is needed for data
taking/tests)

‘monitoring--
on DIRAC

P PR PRPPRAPPPRERPP

Running
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Activities during Christmas shutdown

3 Mostly trying to run as much Monte-Carlo production
as possible

Finishing  Waiting for

13 TeV 5 TeV AUG Tests
Data Moore
lon
E Running ST
' —— TeV.

Processing Cooling maintenance

l Transformer replacement

—
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Activities during data taking startup
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Switching HLTFarm configuration

In 2017 the HLT team added
the ability to use the LHCb
application signal handling to
interrupt running Monte Carlo
jobs cleanly from the WINCC
OA when HLT jobs slots are
needed again

See Talk from A. McNab
Interruptible LHCb Monte Carlo jobs
Track 3 Tuesday
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HLTFarm usage during 11 weeks
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jobs

100,000

80,000

60,000

40,000

Jobs by Site

11 Weeks from Week 37 of 2017 to Week 49 of 2017

2017-09-16

EEECOEEOOE

DIRAC HLTFarm.lhch

LCG.RAL. uk
LCG.Oracle.cern
LCG.CNAF.it
LCG.GRIDKA de
LCG.CERN.cermn
LCG.NCBJ.p!
LCG.RRCKl.ru
LCG.IN2P3 fr

«—

2017-09-30

15.8%
10.5%
6.1%
5.9%
5.8%
5.8%
4.6%
3.2%
2.9%

EEECONDODED

Online available 100 %

2017-10-14 2017-10-28

LCG. UKI-LT2-IC-HEP uk
LCG.NIKHEF.nl

DIRAC. YANDEX.ru
LCG.CBPF.br
LCG.SARA NI
LCG.USC.es
LCG.UKI-LT2-QMUL.uk
LCG.Manchester.uk
LCG.LAL fr

2.6%
2.5%
2.2%
1.8%
1.7%
1.3%
1.2%
1.2%
1.2%

2017-11-11 2017-11-25

Max: 107,101, Min: 45,045, Average: 69,691, Current: 104,691

... plus 68 more
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B LCG.PIC.es 1.1%
[ LCG.DESYHH.de 1.1%
H LCG.C5CS.ch 1.1%
O LCGJINR.ru 1.0%
B LCG.LPNHE.fr 1.0%
B LCG.LPC.fr 0.8%
B LCG.LAPP fr 0.7%
B BOINC.World.org 0.7%
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HLTFarm provides more CPU to LHCb than biggest T1

CPU days used by Site

26 Weeks from Week 00 of 2018 to Week 26 of 2018

LCG.CERN.cern

3AL.uk

BJ.pl
JKA de

CG.CNAF.it

LCG.IN2P3.fr
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DIRAC HLTFarm.Ihcb

MC simulation

12 Weeks from Week 53 of 2017 to Week 12 of 2018

@ DIRAC.HLTFarm.lhcb  4521554.6

O LCG.CERN.cern 1618632.4

@ LCG.RAL.uk 6424251

@ LCG.NCBJ.pl 638912.3

B LCG.GRIDKA de 6199145

B LCG.CNAF.it 604652.8

H LCG.IN2P3.fr 518926.4

B LCG.UKI-LT2-IC-HEP.uk  306630.5

B LCG.CSCS.ch 282765.1

B LCG.NIKHEF.nl 265646.1

@ LCG.CBPF.br 237946.0

B LCG.RRCKl.ru 202970.0

B LCG.SARA.nl 189405.1

@ CLOUD.YANDEX.ru 1801235

@ LCG.USC.es 154002 4

B LCG.Manchester.uk 147165.8 ~

B LCG.LAL.fr 1352758 i |

B LCG.CSCS-HPC.ch 131681.2 o

@ VAC.Cambridge.uk 118368.5 =

O LCG.JINR.ru 1174531 Ny

B LCG.GLASGOW.uk 112088.7 wn

O LCG.RUG.nI 102875.7 e

@ LCG.UKI-LT2-QMUL.uk 97240.6 o

@ LCG.CPPM.fr 97100.6 —

@ DIRAC.YANDEX.ru 96290.1 L

@ LCG.LAPP.fr 96249.6

B LCG.LPNHE.fr 90006.5

B LCG.RAL-HEP.uk 86353.7

B VAC Liverpool.uk B83658.4

@ LCG.PICes 80190.0

B VAC.Glasgow.uk 76841.6

O LCG.UKI-LT2-Brunel.uk 72422.0

@ LCG.LPCfr 72015.1

@ LCG.NIPNE-07.ro 68285.9

B LCG.Krakow.pl 64637.2 o

B BOINC.World.org 64372.5 2018-01-07 2018-01-21

B CLOUD.CERN.cern 573393

O DIRAC.OSC.us 45668.0

B LCG.Oxford.uk 43515.6

B LCG.Liverpool.uk 42718.2

@ VAC.BHAM-HEP.uk 41655.6 @ DIRAC HLTFarm.lhcb 40.2%

@ LCG.UKI-LT2-RHUL.uk 40806.9 W BOINC.World.org 5.6%

... plus 52 more @ LCG.NCBJ.pl 52%
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B LCG.GRIDKA de 4.0%
@ LCG.RAL.uk 3.6%
B LCG.UKI-LT2-IC-HEP.uk 2.7%
@ LCG.CSCS.ch 19%
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2018-02-04

LCG.CBPF .br
LCG RRCKLru
LCG.LAL fr
LCG.NIKHEF.nl

LCG Manchester.uk
LCG.RAL-HEP.uk
DIRAC.YANDEX ru

2018-02-18

15%
13%
12%
11%
11%
0.9%
0.9%
0.9%

EENDONEm

2018-03-04

2018-03-18

Max: 5.64, Min: 0.78, Average: 3.82, Current: 4.37

LCG.GLASGOW.uk 0.9%
LCG.UKI-LT2-QMUL uk 0.9%
LCG . Krakow.pl 0.8%
LCG.RUG.nI 0.8%
LCG JINR.ru 0.7%
LCG.LPC fr 07%
LCG.LPNHE fr 0.6%
LCG.LAPP fr 0.6%

.. plus 64 more
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Monte Carlo production during one year
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MC simulation

57 Weeks from Week 21 of 2017 to Week 25 of 2018

DIRAC HLTFarm.Ihcb
LCG.CERN.cern
LCG.NCBJ.pl

BOINC World.org
LCG.RAL.uk
LCG.CNAF it
LCG.GRIDKA de
LCG.IN2P3 fr
LCG.UKI-LT2-IC-HEP.uk

R,

\ 2 A ,
: 2 g A .,7 ‘ = ::
IV

Max: 5,107, Average: 3,268

20.3% W LCG.RRCKl.ru 19% W LCG.LALfr 11%
8.5% M LCG.CSCS.ch 18% M LCG.RAL-HEP.uk 0.9%
6.6% @O LCG.Oracle.cern 18% B LCG.Krakow.pl 0.8%
5.7% W LCG.NIKHEF.nl 18% @O LCG.RUG.nl 0.8%
55% M LCG.Manchester.uk 15% @ LCG.UKI-LT2-QMUL.uk 0.8%
5.0% @ LCG.CBPF.br 15% B LCG.CSCS-HPC.ch 0.8%
50% M LCG.SARA.nl 13% W LCG.LPNHE fr 0.7%
48% O LCG.USC.es 12% B LCG.GLASGOW.uk 0.7%
2.9% @ DIRAC.YANDEX.ru 11% ... plus 70 more
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Conclusion

Simultaneous usage is possible due to the fact :
 Same environment for data taking and Monte Carlo
e Same handling of the LHCb software with CVMFS
* Fine grain configuration with WinCC OA to handle the nodes

It has been running successfully for a while now

It maximizes the HLTFarm usage

HLTFarm is now only idle when there's some maintenance
operations needed

20% of 10 Billion events of Monte Carlo have been simulated on
the HLT Farm over the last year



