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➤ Single arm forward spectrometer at the LHC covering 2 < η < 5 

➤ Dipole magnet with polarity changes every few weeks 

➤ Physics program includes flavour physics, EW, exotica and heavy ions
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The LHCb Detector

Δp/p ≈ 0.5% 

Δt ≈ 45fs 

εᵗʳᵃᶜᵏ ≈ 96% 

εᴾᴵᴰ(K) ≈ 95% 

εᴾᴵᴰ(mu) ≈ 97% 

εᴾᴵᴰ(e) ≈ 90%

4 Tm magnet 

Retractable vertex locator 

8mm from beam

Particle Identification (PID)

Tracking

Calorimetry

Muons
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➤ Better mass resolution 

➤ Better particle identification (PID) 

➤ Store less background → Allocate more bandwidth for physics!
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Why do we need alignment and calibration?

LHCb PreliminaryLHCb Preliminary

σΥ(1S) = 92 MeV σΥ(1S) = 49 MeV

Difference between a preliminary and an improved alignment in ϒ(1S) → μ⁺μ⁻

Invariant mass for B⁰ → π⁺π⁻ without (left) and with (right) PID applied
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➤ In 2015 LHCb moved to a novel realtime analysis strategy 

➤ Store only part of the event → allows for higher output bandwidth 

➤ Issue: Requires offline quality alignment and calibration in the trigger 

➤ Solution: 

➤ Automatically perform alignment and calibration online 

➤ Buffer events to disk while waiting for them to become available
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The LHCb trigger scheme

40 MHz bunch crossing rate

450 kHz
h±

400 kHz
µ/µµ

150 kHz
e/γ

L0 Hardware Trigger : 1 MHz 
readout, high ET/PT signatures

Software High Level Trigger

29000 Logical CPU cores

Offline reconstruction tuned to trigger 
time constraints

Mixture of exclusive and inclusive 
selection algorithms

5 kHz (0.3 GB/s) to storage

Defer 20% to disk

LHCb 2012 Trigger Diagram

https://doi.org/10.1016/j.cpc.2016.07.022

https://doi.org/10.1016/j.cpc.2016.07.022
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➤ Throughout Run 2 new online procedures have been added 

➤ New for 2018: All alignments and calibrations are now automated!
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Online alignment and calibration
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➤ All tracking alignments use a Kalman filter to minimise the global χ² 

➤ Velo: 

➤ Sample collected ~immediately, alignment takes ~2 minutes 

➤ Frequent updates due to movement at the beginning of each fill 

➤ Tracker: 

➤ Sample collected in ~immediately, alignment takes ~7 minutes 

➤ Updates mostly expected after magnet polarity changes 

➤ Muon: 

➤ Sample collected in ~3 hours, alignment takes ~7 minutes 

➤ No movement expected except after physical intervention
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Alignment of tracking detectors

20 40 60
Alignment number [a.u.]

20�
15�
10�

5�
0

5
10

15
20m

]
µ

V
ar

ia
tio

n 
[

x-translation
y-translation

LHCb VELO
Preliminary

Empty markers = no update 17/04/2018 - 29/05/2018

10 20 30 40
Alignment number [a.u.]

1.5−

1−

0.5−

0

0.5

1

1.5

X
 V

ar
ia

tio
n 

[m
m

]
Δ

M1
M2
M3
M4
M5

LHCb Muon A-side
Preliminary

22/04/2018 - 29/05/2018

20 40
Alignment number [a.u.]

0.2−

0.15−

0.1−

0.05−

0

0.05

0.1

0.15

0.2

X
 V

ar
ia

tio
n 

[m
m

]
Δ

IT1 ASide
IT1 CSide
IT1 Top
IT1 Bottom

LHCb Tracker
Preliminary

Empty markers = no update 20/04/2018 - 29/05/2018

Changes of alignment constants each time the alignment is ran with solid markers represent the alignments that triggered  and 

update. The horizontal dashed lines represent the minimum change required to trigger an update.



Chris Burr ○ LHCb full-detector real-time alignment and calibration: Latest developments and perspective ◦ CHEP 2018, Sofia

➤ Natural Z width (~2.5 GeV) is close to the LHCb resolution (~2% @ 90 GeV) 

➤ Electroweak physics often uses extremely high momentum tracks 

➤ Sensitive to dofs that can’t be aligned online 

➤ But there are only about 100 Z→μ⁺μ⁻ decays per hour in LHCb 

➤ Recently moved to a new starting position 

➤ Created using Z→μ⁺μ⁻ decays and tracks like the online sample 

➤ Negligible effect for most tracks but big improvement in Z→μ⁺μ⁻
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Tracking alignment for EW physics

Z invariant mass in dimuon decays 

LHCb-PAPER-2016-021

LHCb mass resolution as a function of mass 

LHCB-DP-2014-002
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➤ Primary and secondary mirrors need to be aligned (110 mirror pairs) 

➤ Fit the variation of Cherenkov angle Δθ as a function of polar angle 

➤ Ran every fill, parameters typically change with magnet polarity flips 

➤ Takes ~2 hours to collect data and ~20 minutes to run procedure 

➤ Completely automated since 2017
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Alignment of RICH detectors
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➤ Required to counteract changes and ageing of the detector material 

➤ Relative calibration end of every fill 
Compare LED monitoring system to a reference and update HV  
Reference updated after each absolute calibration 

➤ Absolute calibration: ~once a month 
HCAL: Caesium scan performed during technical stops  
ECAL: Use 300M randomly selected events to fit     mass in each cell 

➤ Relevant steps are now performed automatically online
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Calorimeter calibration

Online alignment and calibration (2/2)
Calorimeter calibration
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After each fill: LED amplitudes compared
with a reference ) automatic HV update
Reference file adjusted after each absolute
calibration
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⇢
! Iterative procedure (6016 cells), on HLT farm
! Activated in 2017
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π0

Effect of calibration in B0
d → (K* → K+π−) γ decays

σ = 90.7 ± 0.6 MeV σ = 101.3 ± 0.1 MeV

σ = 84.4 ± 0.7 MeV σ = 85.1 ± 0.7 MeV
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➤ During LS2 of the LHC LHCb will undergo its first major upgrade 

➤ Move to an all-software trigger will dramatically increase efficiencies 

➤ But poses extremely challenging requirements for computing 

➤ Realtime alignment and calibration is an essential part of the upgrade
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The LHCb upgrade

New readout electronics for 

the entire detector

New vertex locator 

silicon strips → pixels

New scintillating fibre tracker 

New mirrors and photon detectors 

HPDs → MAPMTs

New silicon tracker

Remove hardware trigger
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➤ Currently use a custom geometry and conditions framework 

➤ Codebase can’t be easily adapted for multithreaded Gaudi 

➤ Many additional features would be desirable (simplified geometries) 

➤ Considering a move to the DD4hep toolkit 

➤ Allows common tools to be used (visualisation, testing, etc.) 

➤ Prototype running with full geometry loaded using DD4hep 

➤ Work ongoing to convert tracking to use DD4hep 

➤ See poster for details: “Perspectives for the migration of the LHCb geometry to the DD4hep toolkit”
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Geometry and conditions data

Current geometry loaded using DD4hep 

and visualised using ROOT
Upgrade geometry loaded using DD4hep
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➤ LHCb’s magnetic field was surveyed in 2011 and 2014 

➤ Measurements are known to not cover the full acceptance 

➤ A recent paper by Pierre Billoir proposes using Maxwell compatible 

polynomials to correct for field parameters 

➤ Can then perform a global minimisation of the track χ² to extract 

corrections for geometric displacements and field corrections 

➤ Shown to be effective for a toy spectrometer:
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Magnetic field alignment

https://doi.org/10.1016/j.nima.2018.06.039

P. Billoir Nuclear Inst. and Methods in Physics Research, A 902 (2018) 33–44
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These expressions have straightforward extensions if only one or two
field components are measured, or if the measurement errors of are
different, or even correlated.

If the measurements are precise and unbiased, they reduce strongly
the possible bias of the global field scale.

6. Results on errors and field normalization

6.1. Correlations

The correlations between the different alignment parameters (trans-
lations, rotations and magnetic corrections) are plotted in Fig. 4, for
a fit using the polynomials derived from spherical harmonics up to
degree 3 (as listed in Table 2), with an origin at (0,0,5) (middle
point of the magnetic region). Due to the symmetry in x and y of
the framework (nominal field + working sample), correlations appear
only between corrections which have the same parity in x and y: this
explains the empty diagonals in each rectangular subdivision of the plot.
There are correlations between geometric and magnetic corrections, so
they should be fitted together. These correlations may be understood
through geometrical considerations. For example, with By > 0, the
positive/negative particles acquire in average a direction with a neg-
ative/positive x component: in both cases, an increase of Bz ‘‘pushes’’
them towards y > 0, producing a correlation with a translation Ty.

Large correlations betweenmagnetic corrections result in an increase
of errors when increasing the degree of correction, for a given sample of
tracks. On the other hand, moderate correlations between the geometric
parameters and the magnetic ones preserve the level of precision on the
former ones. This will be described in more detail in the following.

Weak modes appear in purely geometric alignment procedures with
a magnetic field. The ‘‘curvature bias’’ that could be associated to the
shearing of the downstream detector (as studied in [1]) does not occur
here with our assumption of a perfect internal alignment (and anyway
in our field configuration it would not be an absolutely weak mode
when using tracks of different directions and momenta). Some purely
geometric parameters are correlated in our model: (Tx,Ry) and (Ty,Rx).
This may be understood through the divergence of trajectories from the
z axis in the sample: rotating positively the downstream plane around
the x axis results in decreasing/increasing y on the upper/lower side,
that is, in average, a negative translation in y; with a correlation about
0.6 between (Tx and Ry), this cannot be considered as a weak mode. A
similar effect exists for a rotation around the y axis, but in that case, with
a field along y, the degree of freedom given to q_p for each track allows
the global fit for a ‘‘tunable’’ translation in x: it can easier compensate
this rotation by a global translation in x, and the correlation (Ty,Rx)
is much stronger (Ù 0.99), so there is a combination of (Ty and Rx)
which is a weak mode. In real conditions most of the available tracks
are divergent, so this correlation has to be compensated by a large
statistics or external constraints. We discuss in Section 7 the possible
combination of a large number of geometric degrees of freedom with
magnetic corrections.

Fig. 5. Deviations from true field (with the 1-dip distortion) along straight
lines from origin. Dotted: nominal field without correction; solid: with correc-
tion. From top to bottom: correction up to degree 2, 4, 6.

6.2. Systematic and statistical errors

To summarize the systematic errors on the corrected field map, we
show in Fig. 5 the differences between the true field (including the
distortion) and the ideally corrected one (with infinite statistics), at
different degrees. A trajectory is not sensitive to the field component
parallel to it, so it makes sense to plot these differences along straight
lines from the origin, defined by the slopes tx, ty, in terms of the
longitudinal component Bl = (txBx + tyBy + Bz)_

t
1 + t2

x
+ t2

y
and

the transverse one Bt =
t

B2
x
+ B2

y
+ B2

z
* B

2
l
. Only low momenta are
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is supposed to constrain mainly the transverse ones. On Fig. 5 we
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here with our assumption of a perfect internal alignment (and anyway
in our field configuration it would not be an absolutely weak mode
when using tracks of different directions and momenta). Some purely
geometric parameters are correlated in our model: (Tx,Ry) and (Ty,Rx).
This may be understood through the divergence of trajectories from the
z axis in the sample: rotating positively the downstream plane around
the x axis results in decreasing/increasing y on the upper/lower side,
that is, in average, a negative translation in y; with a correlation about
0.6 between (Tx and Ry), this cannot be considered as a weak mode. A
similar effect exists for a rotation around the y axis, but in that case, with
a field along y, the degree of freedom given to q_p for each track allows
the global fit for a ‘‘tunable’’ translation in x: it can easier compensate
this rotation by a global translation in x, and the correlation (Ty,Rx)
is much stronger (Ù 0.99), so there is a combination of (Ty and Rx)
which is a weak mode. In real conditions most of the available tracks
are divergent, so this correlation has to be compensated by a large
statistics or external constraints. We discuss in Section 7 the possible
combination of a large number of geometric degrees of freedom with
magnetic corrections.

Fig. 5. Deviations from true field (with the 1-dip distortion) along straight
lines from origin. Dotted: nominal field without correction; solid: with correc-
tion. From top to bottom: correction up to degree 2, 4, 6.

6.2. Systematic and statistical errors

To summarize the systematic errors on the corrected field map, we
show in Fig. 5 the differences between the true field (including the
distortion) and the ideally corrected one (with infinite statistics), at
different degrees. A trajectory is not sensitive to the field component
parallel to it, so it makes sense to plot these differences along straight
lines from the origin, defined by the slopes tx, ty, in terms of the
longitudinal component Bl = (txBx + tyBy + Bz)_
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. Only low momenta are

sensitive to the longitudinal component, so the alignment procedure
is supposed to constrain mainly the transverse ones. On Fig. 5 we
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➤ Work is ongoing within LHCb to test this with real experimental data

Deviations from the true magnetic f ield before (grey) and after (blue) applying an alignment procedure using polynomials

https://doi.org/10.1016/j.nima.2018.06.039
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➤ LHCb continues to perform exceptionally well 

➤ Getting better data than ever despite being nearly 10 years young 

➤ All alignments and calibrations are now running automatically online 

➤ LHC Run 2 will soon come to an end and so is LHCb as we know it 

➤ Lots of interesting upgrade preparations are underway including:
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Summary

New approaches for track 

reconstruction in LHCb's 

Vertex Locator

A 30MHz software trigger 

for the LHCb upgrade Fast Kalman Filtering: new 

approaches for the LHCb 

upgrade

A Git-based Conditions 

Database backend for LHCb

Perspectives for the migration 

of the LHCb geometry to the 

DD4hep toolkit

https://indico.cern.ch/event/587955/contributions/2935754/
https://indico.cern.ch/event/587955/contributions/2935754/
https://indico.cern.ch/event/587955/contributions/2935754/
https://indico.cern.ch/event/587955/contributions/2935726/
https://indico.cern.ch/event/587955/contributions/2935726/
https://indico.cern.ch/event/587955/contributions/2935793/
https://indico.cern.ch/event/587955/contributions/2935793/
https://indico.cern.ch/event/587955/contributions/2935793/
https://indico.cern.ch/event/587955/contributions/2936870/
https://indico.cern.ch/event/587955/contributions/2936870/
https://indico.cern.ch/event/587955/contributions/2937633/
https://indico.cern.ch/event/587955/contributions/2937633/
https://indico.cern.ch/event/587955/contributions/2937633/
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➤ Each online alignment and calibration 

task is controlled by the same finite 

state machine 

➤ One process of the analyser task runs 

on each of the ~1600 nodes in the 

trigger farm 

➤ Overview of sequence: 

1. Iterator writes conditions in XML 

2. Each analyser reads these 

conditions and reconstructs 

events to produce a binary file 

“alignsummarydata” (ASD) 

3. Iterator combines the ASDs to 

compute the new conditions 

constants and writes these to XML 

4. Steps 2 & 3 repeat until the 

procedure converges. The new 

constants are then copied to the 

trigger area.
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Finite state machine for online alignment and calibration

Beat Jost, Cern 

Global FSM and sequencing 

5 4th LHCb Computing Workshop, 6 November 2014 

❏ The Analyzers issue the pause 
transition when they have finished 
the processing of the events (EoF). 

❏ The run controller only send the 
stop command to the Analysers 
when ALL are paused. During this 
transition the Analysers ‘publish’ 
the results of the analysis. 

❏ When all Analysers are in the 
ready state the run controller 
sends the pause command to the 
Iterator, which collects the results 
of the Analysers and calculated the 
next set of parameters and issues 
the continue command to the run 
controller. 

❏ The run controller will issue the 
start command to the Analysers, 
which will read the new parameters 
and analyse the data again 

❏ And so on… 
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Automated tasks

Task Update Sample

Data 

collection

Duration When?

Velo alignment Automatic 50k minbias + beamgas < 1 min 2 min Every fill

Tracker alignment Automatic 100k D⁰ → K π < 1 min 7 min Every fill

RICH mirror alignment Automatic 3M good tracks 2 h 20 min Every fill

Muon alignment Expert 250k J/ψ → μ⁺ μ⁻ 3 h 7 min Every fill

OT t₀ calibration Automatic Some minbias 15 min O(min) Every run

RICH Calibration Automatic Good tracks 15 min O(min) Every run

Relative CALO calibration Automatic LED monitoring system N/A 2 min Between fills

Absolute HCAL calibration Expert Caesium scan N/A 2 hours Technical stops

Absolute ECAL calibration Automatic 300M minbias O(4 weeks) 2 hours When sample ready


