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The CMS DAQ-2 system at a glance
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• <0.2% of luminosity lost due to central DAQ, 
2-4% percent of luminosity lost due to subdetector DAQ and trigger (LHC Run-2)

• Built-in automation in run control(*)
• reaction to LHC & HV state changes
• recovery from expected problems  (e.g. single event upsets)

(*) CHEP 2013: H. Sakulin et. al.

“Automating the CMS DAQ”

In general it works reliably …
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Excessive 
trigger rate

Corrupted
data

Too high
CPU load

HLT
jobs
crashing

Excessive
output
bandwidth

Storage 
filling up

Slow 
transfers
to EOS

Back-pressure

Dead 
time

Sometimes unexpected problems may arise 
around or in the DAQ system …

Processors
still assigned to

online  cloud
overlay(*)

(*) tomorrow, 11.45, T7: “Experience with dynamic resource 

provisioning of the CMS online cluster using a cloud overlay”
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Online Software (C++, Python)

Run Control System (Java & Web)
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A look at the monitoring clients reveals what went wrong …
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A look at the monitoring clients reveals what went wrong …

… at least to the eyes of an expert 
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ECAL is 100%

in Warning
Rate is 0 kHzFED 602 is in warning

and last event is 9605

There’s backpressure

from DAQ

RU waits for data from FED 59
FED 59 has not sent any data

FED 59 is the culprit  Talk to Tracker expert

A look at the monitoring clients reveals what went wrong …
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But …

… DAQ shifters may not be experienced enough
… pinpointing the problem may take (considerable) time
… an on-call expert may need to be called …

… at any time of the day 
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Solution 
Aggregate monitoring data → Identify the problem & recovery→ Advise operators

DAQ 

Structure

DB
@ SMS

JSON / filer Oracle Oracle

Monitoring services
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Reasoning

 Expert knowledge encapsulated 
in logic modules (LM)

 Each LM defines a condition
 Satisfy method returning true or 

false

 Input data
 Current snapshot of monitoring data

 Output of other logic modules
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Reasoning II
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Order of LM execution defined by requirement graph

requires
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Dashboard: Current main problem(s) and history

 Main view for control room

 Sound alarm and

Suggestions to shifters:
 Reduce reaction time

 Avoid wrong decisions

 Suggestion format:            
 Analysis the problem

 what's the best action to take
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 Goal: post-mortem analysis

 Visualizes analysis in time

 Analysis panel

 Raw data panel
 Parameters from snapshots

 Freely move and zoom in time

Browser
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 Goal: browse all 

generated notifications

 Filter by key fields

 Inspect link

Archive
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Technologies used

 Presentation layer
 Web application
 Javascript, VisJS
 Bootstrap
 React JS

 Backend
 Micro service 

architecture
 RESTFul services
 Tomcat
 Hibernate
 Oracle
 Jackson JSON 

serializer
20
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Determining the root cause
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Determining the root cause

 Logic modules are not exclusive

 Sometimes a single problem satisfies 
O(10) conditions (logic modules)

 Task

 Differentiate problem from symptom

 But: depending on the situation, the same condition can be a 
problem or a symptom

 Solution: causality graph

 Defines conditions that are possible causes for a condition

 Relation defined inside the logic modules
 declareCause(LogicModuleRegistry.CorruptedData);

 declareAffected(LogicModuleRegistry.TTSDeadtime);
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Causality graph

problem symptom
causes
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Causality graph: Simple example

problem symptom
causes

root cause:

Subsystem FED 
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Causality graph: Simple example II

problem symptom
causes

root cause:

trigger rate
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Causality graph: Simple example III

problem symptom
causes

root cause 1:

HLT menu,

noise?

root cause 2:

Subsystem running

degraded
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Causality graph: Example IV

problem symptom
causes

root cause 1

root cause 2
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Causality graph: Example V

problem symptom
causes

root cause 1

root cause 2
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Root cause as found through causality graph
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Recovery driven by

DAQ Expert
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Driving Recovery 
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Level-0 Automator(*)

(*) CHEP 2016:

H. Sakulin et. 

al., “New 

operator 

assistance 

features

in the CMS Run 

Control 

System”
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Recovery driven by DAQ Expert
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Recovery driven by DAQ Expert

 Preparation for fully 

automatic recovery
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Recovery driven by DAQ Expert

(1) 

Triggers 

stop

(2) 

Problem

found

(3) 

Waiting for

confirmation

(4) 

Recovery driven 

by DAQ Expert,

Executed by L0

Automator FM

(5) 

Running again
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Results
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Results

 Difficult to provide hard metrics

 ever-changing system
 Continuous improvements

 Upgrades 
 2015: DAQ-2

 2016: L1 Trigger

 2017: Pixel

 ever-changing shift crew

 rare infrastructure problems

 Feed-back from shifters very 
positive
 Finding problems has become less stressful
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Results

 Observed higher correctness of 
recovery action

 Coverage: 95% 
 for problems stopping data taking 

during stable beams in 2018

 DAQ-Expert contributed to 
 Increasing data taking efficiency

 Reducing number of calls to the 
on-call expert
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Results: Less luminosity lost

 Proton fills with CMS magnet at 3.8 T, only 

 Not showing luminosity lost due to infrastructure problems, tests, commissioning + dead time

Luminosity lost due to

Online systems:

L1 Trigger +

subsystem DAQ + 

Central DAQ

Central DAQ

2015 no Expert system 3.7% 0.20%

2016 DAQ Expert beta (from August) 2.6% 0.08%

2017 DAQ Expert 2.4% 0.02%

2018 with DAQ Expert
(up to July 6)

1.8% 0.03%
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Results: Number of night-time calls to the on-call

Shifters using 

monitoring clients 

& instructions

new DAQ Expert 

in production

Based on data provided by IT / CS
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Summary
&

Plans

1. New expert tool for 
CMS operations
 Pure imperative language (Java) 

to implement reasoning

2. Successful at CMS
 95% coverage
 Contribution to

 increasing CMS efficiency 
 reducing need for external help

3. Plan: automate 
recoveries completely
 for certain types of problems
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Backup
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Evolution of expert tools in DAQ

DAQDoctor
 DAQ- 1
 Run 1
 Perl
 Single person

Esper-based tool 
research project
 Long Shutdown 1
 Declarative approach

 Group not used to this 
paradigm

DAQExpert
 DAQ-2
 Based purely on Java

 Language widely 
known in the group

 modular

2009 2013 2016-2018

43
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Results: Higher availability

 Percentage of delivered integrated luminosity for which systems were available, 
proton fills with CMS magnet at 3.8 T, only

 Data from CMS Web Based Monitoring 

Availability during stable beams

Online systems:

L1 Trigger + 

subsystem DAQ + 

Central DAQ

Central DAQ

2015 no Expert system 96.3% 99.80%

2016 DAQ Expert beta (from August) 97.4% 99.92%

2017 DAQ Expert 97.6% 99.98%

2018 with DAQ Expert
(up to July 6)

98.2% 99.97%


