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A goal of LSST (Large Synoptic Survey Telescope) project is to conduct a 10-year survey of the sky that is ex-
pected to deliver 200 petabytes of data after it begins full science operations in 2022. The project will address
some of the most pressing questions about the structure and evolution of the universe and the objects in it. It
will require a large amount of simulations to understand the collected data.
In this talk we will discuss the use of the PanDAWorkload Management System (WMS) for LSST photon sim-
ulations, which model the atmosphere, optics and camera. The PanDA WMS was developed by the ATLAS
Experiment at the LHC to manage data analysis and detector simulations on distributed and heterogeneous
computing resources. It now runs ˜2M jobs per day on hundreds of Grid sites and serving thousands of ATLAS
users. PanDA processed about 1.5 exabytes of data in 2017. PanDA is also used for projects and experiments
outside ATLAS and is expected to be suitable for computational needs of LSST Dark Energy Science Collabo-
ration (DESC).
For running LSST simulations with the PanDAWMS we have established a distributed testbed infrastructure
that employs the resources of several sites on GridPP and Open Science Grid as well as the Titan supercom-
puter at ORNL. In order to submit jobs to these sites we have used a PanDA server instance deployed on the
Amazon AWS Cloud. We will present results of running realistic LSST simulations with this setup and discuss
future plans for integrations of PanDA with LSST computational infrastructure.
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