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Introduction

What is ZFS Storage Administration Tier2

ZFS is originally a storage managment solution developed by Sun Microsystems in the early 2000’s At the WLCG Tier 2 in Edinburgh we have replaced our existing hardware RAID managed storage
for the Solaris platform. This solution differs from most other storage systems as it mixes volume with a ZFS based solution. This Storage is configured across 10 servers each managing 36 disks.
managment, software raid and filesystems into the same piece of software.

ZFS is particularly attractive due to it's emphasis on data integrity and reliability. Best practice with ZFS suggests not to mount too many disks within the one vdev due to

performance concerns. In practice managing many disks with 1 vdev can prove attractive as it can
help reduce the complexity of a setup, and therefore manpower to manage it.
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Best Practices

ZFS provides a lot of options for tuning the filesystem performance as well as different tools for

providing debugging information. Within the LCG Tier2 at Edinburgh we have been able to replace our hardware RAID managment
In order to have efficient read/write operations ZFS buffers data that is read/written to disk in ECC interfaces with ZFS based RAID-Z3 solutions.

RAM. This offers a large performance boost as hot data can be effectively cached as well as write This has brought us several advantages:

operations being streamlined before the data is actually written to disk.

P_arameters desc;nbe_d in the zfs_vdev_async_write_active_min_dirty_percent More control over aging storage with failing drives.
diagram on the right impact the

number of |/O operations that
ZFS has running in parallel.
These can be configured dy-
namically at runtime on the host
system.

zfs_vdev_async_write_active_max_dirty_percent _
I Better performance over pure hardware based solutions.

zfs_vdev_async_write_max_active

Active Combined ZFS + DRBD to provide redundancy at the server level on hypervisor hosts.
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Tuning ZFS module parame- count

ters can increase the number
of iops In environments with a
small amount of RAM relative

to the storage or environments
where the buffer size has to be Improve out of the box performance due to tuning ZFS configuration.

| Reliable storage for network sharing across different compute resources.
I Built a highly reliable and redundant framework to host a Tier2 VMs.

zfs_vdev_async_write_min_active Better alerts and handling of silent corruption on disk.

controlled. 0% zfs_dirty_data_max
Tuning ZFS write operations

Doubled disk throughput compared to out of the box ZFS installation.




