
Java Archival and Data Exchange
(JADE)

JADE v3 Design

South Pole UW-Madison Long Term Archive

Fetcher

Processor

Archiver

BundlerDisk-
Archiver I3MS

Uploader

Downloader

Unpacker

WarehouserI3MS

Indexer

Bundler

Globus-Mirror

A fixed data pipeline consumes data from hosts in 
the South Pole data center. After processing, the 
data is sent to one or more archival destinations. 
RAW data is sent to large hard drives that are sent 
yearly by cargo ship. Filtered data is bundled and 
sent daily over the satellite to the Data Warehouse 
in the north. Low latency, low bandwidth data, such 
as alerts, are sent via Iridium modem within a 
minute.

A fixed data pipeline downloads incoming data from 
a satellite relay server. The bundles are 
reconstructed (if necessary) and their contents 
unpacked and verified. After verification, the data 
are warehoused in the Data Warehouse at UW-
Madison. Low latency, low bandwidth data, such as 
alerts are downloaded via Iridium modem and also 
added to the Data Warehouse.

Two JADE components are run in sequence on 
the local cluster. 500-1000 GB of data are 
checksummed and indexed, and used to create 
large archive bundles. A JADE component run 
as a daemon (Globus-Mirror) is used to 
transmit these large archive bundles to our 
collaborators at DESY and NERSC. 

Modular
Component

Each component is built on a modular 
framework. The component checks an 
inbox for material to process. If the 
material is processed successfully, it is 
passed to the outbox. The outbox may 
in turn be the inbox of a downstream 
component. If the material is not 
processed successfully, it is moved to a 
quarantine directory for further 
examination by the operators.

Modular components are instantiated according 
to a configuration file. Instead of a fixed data 
pipeline, the components can be arranged to 
build a custom data pipeline as requirements 
change.

It is also easier to creating and debug new 
components intended to handle data in a 
custom way.

JADE v2 has three independent fixed pipelines 
that process data in a relatively inflexible way. 
New requirements such as adding independent 
data handling for another project require 
smarter components (adds complexity, more 
difficult to debug) and/or more hardware (not 
ideal in an expensive location like the South 
Pole).

The modular design of JADE v3 allows multiple 
instances of any component. Building 
independent data handling for another project 
is just a matter of editing the configuration file 
and restarting the JADE service.
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