
CHEP 2018 Conference, Sofia, Bulgaria
Contribution ID: 402 Type: presentation

Experience with dynamic resource provisioning of
the CMS online cluster using a cloud overlay

Tuesday, 10 July 2018 11:45 (15 minutes)

The primary goal of the online cluster of the Compart Muon Solenoid (CMS) experiment at the Large Hadron
Collider (LHC) is to build event data from the detector and to select interesting collisions in the High Level
Trigger (HLT) farm for offline storage. With more than 1100 nodes and a capactity of about 600 kHEPSpec06,
the HLT machines represent up to 40% of the combined Tier0/Tier-1 capacity on the Worldwide LHC Com-
puting Grid (WLCG). Moreover, it is currently connected to the CERN IT datacenter via a dedicated 160 Gbps
network connection and hence can access the remote EOS based storage with a high bandwidth. In the last
few years, a cloud overlay based on Openstack has been commissioned to use these resources for the WLCG
when they are not needed for data taking. This online cloud facility was designed for parasitic use of the HLT,
which must never interfere with its primary function as part of the DAQ system. It also allows to abstract
from the different types of machines and their underlying segmented networks. For the monitoring, an in-
frastructure based on Graphite for metric storage and aggregation, and Grafana for the visualisation has been
deployed. During the LHC technical stop periods, the HLT cloud is set to its static mode of operation where
it acts like other grid facilities. The online cloud was also extended to make dynamic use of resources during
periods between LHC fills. These periods are a-priori unscheduled and of undetermined length, typically of
several hours, once or more a day. For that, it dynamically follows LHC beam states and hibernates Virtual
Machines (VM) accordingly. Finally, this work presents the design and implementation of a mechanism to
dynamically ramp up VMs when the DAQ load on the HLT reduces towards the end of the fill.
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