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A core component of particle tracking algorithms in LHC experiments is the Kalman Filter. Its capability
to iteratively model dynamics (linear or non-linear) in noisy data makes it powerful for state estimation
and extrapolation in a combinatorial track builder (the CKF). In practice, the CKF computational cost scales
quadratically with the detector occupancy and will become a heavy burden on computing resources during
the HL-LHC. Alternatively, recurrent neural networks (RNNs) have also been shown to be effective at state
estimation and modeling non-linear dependencies in sequence data. We therefore propose an approach to
particle track building that utilizes an RNN-based tree search algorithm. The RNN model, utilizing Long
Short-term Memory (LSTM) units, takes a sequence of candidate track hits and predicts the location of a hit
on a successive detector layer. We have developed two types of prediction models: one which produces sin-
gle value predictions and another which produces Gaussian predictions in the form of central values and a
covariance matrix. The latter model is thus able to express uncertainty in its predictions and is trained using a
log-likelihood cost function. The hit predictions are used to select candidate hits from the data. By including
an additional overall track quality estimate, we are able to efficiently explore the combinatorial search tree
by prioritizing and extrapolating only the most likely hits until the track is fully formed. In this contribution
we will present the RNN track building algorithm and discuss its performance for track-finding on simulated
ACTS data compared to traditional solutions.

Authors: CALAFIURA, Paolo (Lawrence Berkeley National Lab. (US)); VLIMANT, Jean-Roch (California In-
stitute of Technology (US)); ANDERSON, Dustin James (California Institute of Technology (US)); BENDAVID,
Josh (CERN); SPIROPULU, Maria (California Institute of Technology (US)); PRABHAT (Lawrence Berkeley Na-
tional Laboratory); MUDIGONDA, Mayur (Lawrence Berkeley National Laboratory); ZHENG, Stephan (California
Institute of Technology); CERATI, Giuseppe (Fermi National Accelerator Lab. (US)); GRAY, Lindsey (Fermi Na-
tional Accelerator Lab. (US)); KOWALKOWSKI, James (Fermi National Accelerator Lab. (US)); SPENTZOURIS,
Panagiotis (Fermilab); TSARIS, Aristeidis (Fermilab); FARRELL, Steven Andrew (Lawrence Berkeley National Lab.
(US))

Presenter: FARRELL, Steven Andrew (Lawrence Berkeley National Lab. (US))

Session Classification: Posters

Track Classification: Track 6 –Machine learning and physics analysis


