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High event rate (100kHz) requires buffering in front end leading to 
entangled events “Event” changes meaning.
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std::packaged_task<> combines data and algorithm into 
single objects allowing threads to be generic
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JANA2

“Parsing Only” Job demonstrates more 
stable CPU usage with single flavor of 

thread
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of CPU cycles! 9
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Multi-threading
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o Each thread has a complete 
set of factories making it 
capable of completely 
reconstructing a single event

o Factories only work with 
other factories in the same 
thread eliminating the need for 
expensive mutex locking within 
the factories

o All events are seen by all 
Event Processors (multiple 
processors can exist in a 
program)
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What the reconstruction algorithm 
developer needs to know
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auto tracks = jevent->Get<DTrack>();

for(auto t : tracks){
  // ... do something with a track
}
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Automatic call graph 
generation using 
janadot plugin

GlueX Reconstruction Software
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JANA2 
Website on 

GitHub



Schedule for JANA2 LDRD Project at JLab

FY18

FY19

10/2017 4/2018 5/2018 7/2018*

*Conference presentations

10/2018 3/2019* 6/2019 9/201912/2018

Port Hall-D recon. Update documentationFY20

10/2019

10/2019?*

2/2020

(CHEP2018)

(ACAT2019)

(CHEP2019) 14

NERSC R&D Documentation

Initial Development

NERSC R&D

6/2018

GlueX Integration R&D

9/2018

Develop 2nd tier features Update 
documentation Integrate with JLEIC Port Hall-D recon.



Backups
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GlueX (JANA1) Jobs on NERSC Cori (I & II)
Job ID Run Rate Wall Hours CPU Hours Threads

9662111 30279.002 248Hz 1.325 42.41 64 (Haswell)

9654879 30279.002 104Hz 3.230 103.36 256 (KNL)

9654892 31034.002 229Hz 1.991 63.72 64 (Haswell)

9667013 31034.002 95Hz 4.862 155.58 256 (KNL)

Run 30279:  150nA , JD70-100 58um  0/90 PARA        1.2M events (single file)    2/4/2017
Run 31034:  150nA , JD70-100 58um  45/135  PERP   1.6M events (single file)    3/8/2017

KNL jobs run about 2.4 times slower = cost 2.4 times 
as much from NERSC allocation

docker://jeffersonlab/hdrecon   (2.83GB)
https://github.com/faustus123/hdcontainers 16/10



Complete Event Reconstruction in JANA
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JANA

Event 
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Fill histograms
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Framework has a layer that 
directs object requests to the 

factory that completes it

This allows the 
framework to easily 
redirect requests to 

alternate algorithms 
specified by the user at 

run time

Multiple algorithms 
(factories) may exist in 

the same program that 
produce the same type 

of data objects
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