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N Tier1 data center Old monitoring infrastructure *

The INFN Tier1 at CNAF provides resource In past years, the teams at Tier-1sub-units were using

Tier-2 sites

to experiments of LHG and 30 other in g (et g several software packages:

which INFN is Involved Tt " o Lemon
>25000 CPU cores .. © O : = (eveloped at GERN and customized to suit the needs of a
~30PB of disk storage , A= fatacenter managing scientific data

~47PB of tape storage o Nagios

= Mainly used for alﬂ"i“g Nurnoses
~ J0TFlops of HPC Resources o asystem hased on Graphite database

o Besatoeas sttt P Bar ' s, > anumber of in-house developed services for weh reporting
o ~15% Resources installed at INFN Bari-ReCa$ o <

(Level 2 UPN)
o ~30% of GPU Resources at Cineca datacenter

CPU Count Current Load Free RAM Total RAM

Recently the adoption of off-the-shelf solution has heen o Server monitoring and 8 0.4 67% 23.4 GiB
chosen o standard metrics not
The new CNAF monitoring infrastructure uses Sensu as norted
alternative to Lemon and Nagios _
o Sensu is able to issue checks as well as metrics o Drovided as Sensu
measurements (easy port of nagios prohes) community plugins
A Sensu server for each CNAF Unit ¥ o\
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Communication hetween client and server through & )} N
dedicated RabbitMQ message queue Sensv o Specific prohes and
Configuration — Puppet Foreman script for hatch

Time series persistence — InfluxbB system GPFS servers,

- -
Dashhoard composition — Grafana ISM buildi
ol server, building ..
0neratlon nas heen == tsm-hsm-1.cr.cnaf.infn.it
tsm-hsm-6.cr.cnaf.infn.it

Migration OK
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= Accounting and specific service monitoring > Backend PostgreSOLDB = b
= Easy migration between time series Datahases o Hask-hased server to

o Lemon
= Standard metrics exposed the PostgreSQL data

= Developed a layer hetween backend Lemon Datahase (Oracle) and InfluxDB to Grafana
= Schema is not in 2 human-readable format
= Not every metrics has been migrated
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== HS06 Avg:43.4K Share Avg: 523K pledge Avg: 52.0K
= quota 5.19 PiB 6.00 PiB 5.59 PiB 6.00 PiB
used 297 PiB 3.31 PiB 3.17PiB 3.24PiB
used+buffer 4.50 PiB 492 PiB 476 PiB 491 PiB
» pledge 6.39 PiB 6.39 PiB 6.39 PiB 6.39 PiB
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