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IBL	
  installed	
  
in	
  the	
  ATAS	
  

Inner	
  
Detector	
  

NOW	
  	
  
~40	
  ?-­‐1	
  of	
  13	
  TeV	
  data	
  being	
  
exploited	
  and	
  much	
  more	
  to	
  

come	
  before	
  LS2	
  

Early	
  Standard	
  
Model	
  

Measurements	
  
released	
  

•  In	
  this	
  talk	
  	
  
•  Focus	
   on	
   13	
   TeV	
   Charged-­‐ParPcle	
   DistribuPons	
   and	
   comparison	
  with	
   results	
   at	
   lower	
  

centre-­‐of-­‐mass	
  energies	
  
•  Overview	
  of	
  :	
  

•  Bose-­‐Einstein	
  CorrelaPon	
  at	
  0.9	
  and	
  7	
  TeV	
  
•  Exclusive	
  di-­‐lepton	
  producPon	
  at	
  7	
  TeV	
  
•  Exclusive	
  W+W-­‐	
  producPon	
  at	
  8	
  TeV	
  

4.6	
  ?-­‐1	
  of	
  7	
  TeV	
  
data	
  and	
  20.2?-­‐1	
  
of	
  8	
  TeV	
  data	
  sPll	
  
being	
  analysed	
  

Higgs-­‐Boson	
  
discovery	
  

March	
  2nd,	
  2017	
  



•  Inclusive	
   charged-­‐parPcle	
   measurements	
   in	
   pp	
   collisions	
   provide	
   insight	
   into	
   the	
  
strong	
  interacPon	
  in	
  the	
  low	
  energy,	
  non-­‐perturbaPve	
  QCD	
  region	
  

•  InelasPc	
  pp	
  collisions	
  have	
  different	
  composiPons	
  

	
  
•  Main	
  source	
  of	
  background	
  when	
  more	
  than	
  one	
  interacPon	
  per	
  bunch	
  crossing	
  à	
  

good	
  modeling	
  of	
  min	
  bias	
  events	
  needed	
  for	
  pile-­‐up	
  simulaPon	
  

•  PerturbaPve	
  QCD	
  can	
  not	
  be	
  used	
  for	
  low	
  transfer	
  momentum	
  interacPons	
  
•  ND	
  described	
  by	
  QCD-­‐inspired	
  phenomenological	
  models	
  (tunable)	
  
•  SD	
  and	
  DD	
  hardly	
  described	
  and	
  few	
  measurements	
  available	
  

	
  
Goal:	
  	
  

	
  Measure	
  spectra	
  of	
  primary	
  charged	
  parEcles	
  corrected	
  to	
  hadron	
  level	
  
Inclusive	
   measurement	
   –	
   do	
   not	
   apply	
   model	
   dependent	
   correcPons	
   -­‐>	
   allow	
  
theorePcians	
  to	
  tune	
  their	
  models	
  to	
  data	
  measured	
  in	
  well	
  defined	
  kinemaPc	
  ranges	
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Minimum	
  Bias	
  measurements	
  in	
  ATLAS:	
  
•  0.9	
  TeV	
  (03/2010)	
  	
  

•  1	
  phase	
  space	
  (1	
  charged	
  parPcle,	
  500	
  MeV,	
  |η|<2.5)	
  
•  0.9,	
  2.36,	
  7	
  TeV	
  (12/2010)	
  

•  3	
  phase	
  spaces	
  (1,	
  2,	
  6	
  charged	
  parPcles,	
  100-­‐500	
  MeV,	
  |η|<2.5)	
  
•  0.9,	
  7	
  TeV	
  (12/2010)	
  

•  CONFNote	
  –	
  2	
  phase	
  spaces	
  (1	
  charged	
  parPcle,	
  500-­‐1000	
  MeV,	
  |η|<0.8)	
  
•  8	
  TeV	
  (03/2016)	
  

•  5	
  phase	
  spaces	
  (1,	
  2,	
  6,	
  20,	
  50	
  charged	
  parPcles,	
  100-­‐500	
  MeV,	
  |η|<2.5	
  )	
  
•  13	
  TeV	
  (02/2016)	
  

•  2	
  phase	
  spaces	
  (1	
  charged	
  parPcle,	
  500	
  MeV,	
  |η|<2.5,	
  0.8)	
  
•  13	
  TeV	
  (06/2016)	
  	
  

•  1	
  phase	
  space	
  (2	
  charged	
  parPcles,	
  100	
  MeV,	
  |η|<2.5)	
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Minimum	
  Bias	
  measurements	
  in	
  CMS:	
  
•  0.9,	
  2.36	
  (02/2010)	
  

•  Charged	
  hadrons	
  
•  7	
  TeV	
  (02/2010)	
  

•  Charged	
  hadrons	
  
•  0.9,	
  2.36,	
  7	
  TeV	
  (11/2010)	
  

•  5	
  pseudorapidity	
  ranges	
  from	
  |eta|<0.5	
  to	
  |eta|<2.4	
  
•  8	
  TeV	
  (05/2014)	
  –	
  with	
  Totem	
  	
  

•  |η|<2.2,	
  5.3<|η|<6.4	
  
•  13	
  TeV	
  (07/2015)	
  	
  

•  no	
  magnePc	
  field	
  

March	
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Minimum	
  Bias	
  measurements	
  in	
  LHCb:	
  
•  7	
  TeV	
  (12/2011)	
  	
  

•  pT	
  >	
  1	
  GeV,	
  -­‐2.5<η<-­‐2.0,	
  2.0<η<4.5	
  

Latest	
  Minimum	
  Bias	
  measurements	
  in	
  ALICE:	
  
•  13	
  TeV	
  (12/2015)	
  	
  

•  Pseudorapidity	
   distribuPon	
   in	
   |η|<1.8	
   is	
  
reported	
   for	
   inelasPc	
   events	
   and	
   for	
   events	
  
with	
  at	
  least	
  one	
  charged	
  parPcle	
  in	
  |η|<	
  	
  1	
  

	
  
•  Transverse	
  momentum	
   distribuPon	
   in	
   0.15	
   <	
  

pT	
  <	
   	
  20	
  GeV/c	
  and	
  |η|<	
   	
  0.8	
  for	
  events	
  with	
  
at	
  least	
  one	
  charged	
  parPcle	
  in	
  |η|<	
  	
  1	
  

Summarising:	
  	
  
Very	
  different	
  detectors,	
  but	
  trying	
  to	
  have	
  
some	
  common	
  phase	
  space	
  to	
  compare	
  

results!	
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•  ATLAS	
  is	
  a	
  general	
  purpose	
  detector	
  with	
  a	
  tracking	
  system	
  ideal	
  for	
  the	
  measurement	
  of	
  
parPcle	
  kinemaPcs	
  
•  New	
  Insertable	
  B-­‐Layer	
  (IBL)	
  added	
  to	
  the	
  tracking	
  system	
  during	
  Long	
  Shutdown	
  1	
  

	
  

•  To	
  study	
  an	
  Extended	
  Phase	
  Space	
  with	
  pT	
  >	
  100	
  MeV	
  a	
  robust	
  low	
  pT	
  reconstrucEon	
  is	
  
fundamental!	
  

•  Possible	
  in	
  Run	
  1,	
  but	
  much	
  improved	
  in	
  RUN	
  2	
  thanks	
  to	
  the	
  IBL	
  which	
  allows	
  to	
  use	
  an	
  
extra	
  measurement	
  point	
  

•  CriEcal	
  evaluaEon	
  of	
  the	
  systemaEcs	
  when	
  going	
  to	
  very	
  low	
  pT	
  
•  Main	
  source	
  is	
  the	
  accuracy	
  with	
  which	
  the	
  amount	
  of	
  material	
  in	
  the	
  Inner	
  Detector	
  

is	
  known	
  
•  Material	
  studies	
  are	
  fundamental	
  	
  à	
  details	
  in	
  the	
  next	
  slides	
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In	
  this	
  talk:	
  
•  Focus	
  on	
  the	
  nominal	
  phase	
  space	
  invesPgated	
  within	
  the	
  Minimum	
  Bias	
  analysis	
  at	
  

13	
  TeV	
  and	
  comparison	
  with	
  the	
  other	
  phase	
  spaces,	
  where	
  relevant:	
  
•  Nominal: 	
  pT	
  >	
  500	
  MeV,	
  |η|<	
  2.5	
  (All	
  the	
  details	
  in	
  the	
  next	
  slides,	
  	
  Phys.	
  Lek.	
  B	
  758,	
  67–88	
  (2016))	
  
•  Reduced:	
  	
  	
  	
  	
  	
  	
  pT	
  >	
  500	
  MeV,	
  |η|<	
  0.8	
  (For	
  comparison	
  to	
  the	
  various	
  detectors,	
  	
  Phys.	
  Lek.	
  B	
  758,	
  67–88	
  (2016))	
  
•  Extended: 	
  pT	
  >	
  100	
  MeV,	
  |η|<	
  2.5	
  (To	
  invesPgate	
  the	
  low	
  pT	
  region	
  -­‐	
  Eur.	
  Phys.	
  J.	
  C	
  (2016)	
  76:502)	
  

•  Comparison	
  with	
  results	
  at	
  lower	
  center-­‐of-­‐mass	
  energy	
  
•  8	
  TeV	
  results	
  recently	
  published,	
  Eur.	
  Phys.	
  J.	
  C	
  (2016)	
  76:403	
  
•  High	
  mulPplicity	
  phase	
  spaces	
  (nch>20,50)	
  invesPgated	
  for	
  the	
  first	
  Pme	
  in	
  ATLAS	
  

for	
  a	
  more	
  comprehensive	
  understanding	
  of	
  the	
  minimum	
  bias	
  events	
  



•  Accepted	
  on	
  single-­‐arm	
  Minimum	
  Bias	
  Trigger	
  ScinPllator	
  (MBTS)	
  
•  Primary	
  vertex	
  (2	
  tracks	
  with	
  pT	
  >100	
  MeV)	
  
•  Veto	
  on	
  any	
  addiPonal	
  verPces	
  with	
  ≥	
  4	
  tracks	
  
•  At	
  least	
  1	
  selected	
  track:	
  

•  pT	
  >	
  500	
  MeV	
  and	
  |η|	
  <	
  2.5	
  (Nominal	
  phase	
  space)	
  or	
  |η|	
  <	
  0.8	
  (Reduced	
  phase	
  space)	
  
•  Or	
  at	
  least	
  2	
  selected	
  tracks:	
  

•  pT	
  >	
  100	
  MeV	
  and	
  |η|	
  <	
  2.5	
  (Extended	
  phase	
  space)	
  	
  
•  For	
  each	
  track:	
  

•  At	
  least	
  1	
  Pixel	
  hit	
  
•  At	
  least	
  	
  

•  2	
  SCT	
  hits	
  if	
  	
  pT	
  <	
  300	
  MeV	
  
•  4	
  SCT	
  hits	
  if	
  	
  pT	
  <	
  400	
  MeV	
  
•  6	
  SCT	
  hits	
  if	
  	
  pT	
  >	
  400	
  MeV	
  

•  IBL	
  hit	
  required	
  	
  
•  |d0BL|	
  <	
  1.5	
  mm	
  (transverse	
  impact	
  parameter	
  w.r.t	
  beam	
  line)	
  
•  |Δz0sinϑ|	
  <	
  1.5	
  mm	
  (Δz0	
  is	
  the	
  difference	
  between	
  track	
  z0	
  and	
  vertex	
  z	
  posiPon)	
  
•  Track	
  fit	
  χ2	
  probability	
  >	
  0.01	
  for	
  tracks	
  with	
  pT	
  >	
  10	
  GeV	
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Primary	
  Charged	
  ParEcles:	
  charged	
  parPcles	
  with	
  a	
  mean	
  lifePme	
  >	
  300	
  ps,	
  either	
  
directly	
  produced	
  in	
  pp	
  interacPons	
  or	
  from	
  subsequent	
  decays	
  of	
  directly	
  produced	
  
parPcles	
  with	
  <	
  30	
  ps	
  à	
  strange	
  baryons	
  excluded	
  (more	
  details	
  in	
  the	
  next	
  slides)	
  



SimulaEon:	
  
•  ︎Pythia8	
  	
  

•  A2	
  →	
  ATLAS	
  Minimum	
  Bias	
  tune,	
  based	
  on	
  MSTW2008LO	
  	
  
•  Monash	
  →	
  alternaPve	
  tune,	
  based	
  on	
  NNPDF2.3LO	
  	
  

•  ︎EPOS	
  3.1	
  →	
  effecPve	
  QCD-­‐inspired	
  field	
  theory,	
  tuned	
  on	
  cosmic	
  rays	
  data	
  
•  QGSJET-­‐II	
  →	
  based	
  on	
  Reggeon	
  Field	
  Theory,	
  no	
  color	
  reconnecPon	
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Using	
  the	
  two	
  13	
  TeV	
  runs	
  with	
  
low	
  mean	
  number	
  of	
  interacPons	
  
per	
  bunch	
  crossing	
  (<μ>	
  ~	
  0.005)	
  

151	
  μb-­‐1	
  
8,870,790	
  events	
  selected,	
  with	
  
106,353,390	
  selected	
  tracks	
  	
  

(500	
  MeV)	
  

In	
  the	
  100	
  MeV	
  case:	
  nearly	
  double	
  tracks,	
  but	
  more	
  difficult	
  measurement	
  due	
  to	
  
increased	
  impact	
  from	
  mulPple	
  scakering	
  at	
  low	
  pt	
  and	
  imprecise	
  knowledge	
  of	
  the	
  

material	
  in	
  the	
  ID	
  

Data:	
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•  Main	
  ingredient	
  for	
  the	
  Minimum	
  Bias	
  analysis	
  

•  CriPcal	
  evaluaPon	
  of	
  the	
  systemaPcs	
  when	
  going	
  to	
  very	
  low	
  pT	
  

•  At	
  13	
  TeV,	
  different	
  approaches	
  taken	
  for	
  the	
  nominal	
  and	
  the	
  
extended	
  phase	
  space	
  à	
  discussed	
  in	
  the	
  next	
  slides	
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6.3. Track reconstruction e�ciency240

The primary track reconstruction e�ciency, "trk, is determined from the simulation with a correction
applied to account for di↵erences between data and simulation in the amount of detector material between
the pixel and SCT detectors in the region |⌘ | > 1.5. The e�ciency is parametrised in two-dimensional
bins of pT and ⌘ and is defined as:

"trk(pT,⌘) =
Nmatched

rec (pT,⌘)
Ngen(pT,⌘)

,

where pT and ⌘ are generated particle properties, Nmatched
rec (pT,⌘) is the number of reconstructed tracks241

matched to a generated charged particle and Ngen(pT,⌘) is the number of generated charged particles in242

that bin. A track is matched to a generated particle if the weighted fraction of hits on the track origin-243

ating from that particle exceeds 50%. The hits are weighted according to their importance in the track244

reconstruction. The track reconstruction e�ciency depends on the amount of material in the detector, due245

to particle interactions that lead to e�ciency losses. The relatively large amount of material between the246

pixel and SCT detectors in the region |⌘ | > 1.5 has changed between Run 1 and Run 2 and comes in the247

form of complex structures that are di�cult to simulate accurately. The track reconstruction e�ciency in248

this region is therefore corrected using a method that compares the e�ciency to extend a track reconstruc-249

ted in the pixel detector into the SCT in data and simulation. Di↵erences in this extension e�ciency are250

sensitive to di↵erences in the amount of material in this region, which are then translated into a correction251

to the track reconstruction e�ciency. The correction together with the systematic uncertainty is shown in252

Figure 2(b). The uncertainty is 0.4% in the region |⌘ | > 1.5, coming predominantly from the uncertainty253

of the particle composition in the simulation used to make the measurement.254

The resulting reconstruction e�ciency as a function of ⌘ integrated over pT is shown in Figure 2(c).255

The track reconstruction e�ciency is lower in the region |⌘ | > 1 due to particles passing through more256

material in that region. The slight increase in e�ciency at |⌘ | ⇠ 2.2 is due to the particles passing through257

an increasing number of layers in the ID end-cap. Figure 2(d) shows the e�ciency as a function of pT258

integrated over ⌘.259

Systematic uncertainties on the part of the track reconstruction e�ciency derived from simulation result260

from the level of disagreement between data and simulation. A good description of the material in the261

detector in the regions not probed by the data-driven method described above is needed to obtain a good262

description of the track reconstruction e�ciency. The material within the ID was studied extensively263

during Run 1 [27], where it was constrained to within 5%. This gives rise to a systematic uncertainty264

on the track reconstruction e�ciency of 0.6% (1.2%) in the central (forward) region. Between Run 1265

and Run 2 the IBL was introduced, the simulation of which must therefore be studied with the Run 2266

data. Two data-driven methods are used: a study of secondary vertices from photon conversions (� !267

e+e�) and a study of secondary vertices from hadronic interactions, where the vertex mass and radii are268

measured. Comparisons between data and simulation indicate that the material in the IBL is constrained269

to within 10%. This leads to an uncertainty on the track reconstruction e�ciency of 0.1% (0.2%) in the270

central (forward) region. This uncertainty is added linearly with the uncertainty from contraints from271

Run 1, as it is assumed that it is more likely that material is missing in both cases. This uncertainty is272

combined quadratically with the uncertainty from the data-driven correction. The total uncertainty due to273

the knowledge of the detector material is 0.7% in the most central region and 1.5% in the most forward274

region.275
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Size	
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Track	
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0.5%	
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  8%	
  

χ2	
  probability	
   0.5%	
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  5%	
   0.2%	
  -­‐	
  7%	
  

Material	
   0.6%	
  -­‐	
  1.5%	
   1%	
  -­‐	
  9%	
   1.6%	
  -­‐	
  3.5%	
  
(up	
  to	
  8%	
  for	
  pT	
  <	
  150	
  MeV)	
  

using the same method as described in Ref. [18] and subtracted before measuring the efficiency. The ver-
tex reconstruction efficiency was parameterised as a function of nBSsel , using the same track quality criteria
with modified impact parameter constraints as for the trigger efficiency.
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(d)

Figure 3: Selection efficiencies for 8 TeV data in the most inclusive measured phase space with transverse mo-
mentum pT > 100 MeV: (a) The L1_MBTS_1 trigger efficiency as a function of the number of selected tracks, nBSsel .
L1_MBTS_1 is the requirement that in at least one module of the minimum-bias trigger scintillators a signal above
threshold was registered. (b) The vertex reconstruction efficiency as a function of the number of selected tracks,
nBSsel . (c) The track reconstruction efficiency as a function of the pseudorapidity, η. (d) The track reconstruction
efficiency as a function of the transverse momentum, pT. The shaded areas represent the sum of systematic and
statistical errors.

The result is shown in Figure 3(b) as a function of nBSsel for events in the most inclusive phase space
with pT > 100 MeV. The efficiency was measured to be approximately 89% for nBSsel = 2, rapidly
rising to 100% at higher track multiplicities. For the pT > 500 MeV phase space, the result is given in
Figure 13(a) in Appendix D. For events with nBSsel = 2 in the pT > 100 MeV phase space, the efficiency
was parameterised as a function of the minimum difference in longitudinal impact parameter (∆zmin0 ) of
track pairs, as well as the minimum transverse momentum (pminT ) of selected tracks in the event. For
events with nBSsel = 1 in the pT > 500 MeV phase space, the efficiency was parameterised as a function of
η of the single track.
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√s=13	
  TeV,	
  
pT>100	
  MeV	
   √s=8	
  TeV,	
  

pT>100	
  MeV	
  



•  The	
  accuracy	
  with	
  which	
  the	
  amount	
  of	
  material	
  in	
  the	
  ID	
  is	
  known	
  contributes	
  the	
  
largest	
   source	
   of	
   uncertainty	
   on	
   the	
   simulaPon-­‐based	
   esPmate	
   of	
   the	
   track	
  
reconstrucEon	
  efficiency	
  

•  Complementary	
  tracking	
  studies	
  to	
  probe	
  the	
  changes	
  made	
  to	
  the	
  ID	
  during	
  LS1	
  
•  new	
  smaller	
  beam	
  pipe	
  installed	
  together	
  with	
  the	
  IBL	
  
•  new	
  more	
  robust	
  pixel	
  service	
  connecEons	
  installed	
  at	
  the	
  same	
  Pme	
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  2nd,	
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•  First	
  qualitaPve	
  results	
  released	
  in	
  a	
  PUBNote	
  	
  (ATL-­‐PHYS-­‐PUB-­‐2015-­‐050)	
  in	
  November	
  2015	
  

METHOD	
   SENSITIVE	
  REGION	
  	
  

Hadronic	
  InteracEons	
  Rate	
   Beam	
  Pipe	
  –	
  Pixel	
  –	
  
First	
  SCT	
  layer	
  

Photon	
  Conversions	
  Rate	
   Beam	
  Pipe	
  –	
  Pixel	
  –	
  
First	
  SCT	
  layer	
  

SCT	
  Extension	
  Efficiency	
   Pixel	
  Services	
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  Cairo	
  



•  SCT-­‐Extension	
  Efficiency:	
  rate	
  of	
  pixel	
  stand-­‐alone	
  tracks	
  successfully	
  extended	
  	
  to	
  	
  
include	
  	
  SCT	
  	
  clusters	
  	
  and	
  	
  to	
  	
  build	
  	
  a	
  full	
  silicon	
  track	
  

•  In	
  the	
  500	
  MeV	
  phase	
  space,	
  the	
  track	
  reconstrucPon	
  efficiency	
  in	
  the	
  region	
  	
  	
  	
  	
  	
  	
  	
  
1.5	
  <	
  |η|	
  <	
  2.5	
  is	
  corrected	
  using	
  the	
  results	
  from	
  the	
  SCT-­‐Extension	
  Efficiency	
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•  Shape	
  of	
  the	
  Data	
  to	
  SimulaPon	
  raPo	
  of	
  the	
  SCT-­‐Extension	
  Efficiency	
  reflected	
  into	
  the	
  shape	
  of	
  
the	
  correcPon	
  applied	
  to	
  the	
  Tracking	
  Efficiency	
  

•  Big	
  reducEon	
  of	
  the	
  systemaEc	
  uncertainEes	
  
•  Only	
  applied	
  in	
  the	
  Nominal	
  phase	
  space	
  due	
  to	
  issues	
  extrapolaPng	
  to	
  low	
  pT	
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Figure 2: (a) Trigger efficiency with respect to the event selection, as a function of the number of reconstructed
tracks without the zBL0 · sin θ constraint (n

no−z
sel ). (b) Data-driven correction to the track reconstruction efficiency as a

function of pseudorapidity, η. The track reconstruction efficiency after this correction as a function of (c) η and (d)
transverse momentum, pT as predicted by pythia 8 a2 and single-particle simulation. The statistical uncertainties
are shown as black vertical bars, the total uncertainties as green shaded areas.
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•  Evaluated	
  from	
  Data	
  
•  Dependence	
  on	
  kinemaPc	
  quanPPes	
  studied:	
  	
  

•  negligible	
  pT-­‐dependence	
  
•  visible	
  nsel-­‐dependence	
  
•  negligible	
  systemaPc	
  uncertainPes	
  

Vertex e�ciency
I

Vertex e�ciency is the ratio between the number of triggered events with
one reconstructed vertex and all triggered events

‘
vtx

(n
sel

no≠z ) =
N(MBTS1 triggered fl n

vtx

= 1)

N(MBTS1 triggered)

I E�ciency for the first nno-z

sel

bin depends on �z
tracks

auxiliary material for the paper
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Trigger e�ciency

I
Trigger e�ciency is evaluated in the same way as for the baseline analysis
but using low p

T

tracks

‘
trig
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N(MBTS1 triggered fl sptrk triggered)

N(sptrk triggered)

I Is measured as a function of the number of selected tracks (without z
0

cut
applied)
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evaluated	
  by	
  using	
  a	
  
control	
  trigger	
  and	
  
the	
  MBTS	
  trigger	
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Background	
  contribuPons	
  to	
  the	
  tracks	
  from	
  primary	
  
parPcles	
  include:	
  	
  
	
  

•  Strange	
  baryons	
  
	
  

•  Secondary	
  parPcles	
  
	
  

•  Fake	
  tracks	
  	
  
•  Negligible	
  in	
  the	
  500	
  MeV	
  phase	
  space	
  

•  Non-­‐negligible	
  in	
  the	
  100	
  MeV	
  phase	
  space	
  
•  Treated	
  as	
  part	
  of	
  the	
  background	
  



Common	
  treatment	
  of	
  the	
  Strange	
  Baryons	
  in	
  
all	
  the	
  8	
  and	
  13	
  TeV	
  analyses	
  

	
  
•  ParPcles	
  with	
  lifePme	
  30	
  ps	
  <	
  τ	
  <	
  300	
  ps	
  
(strange	
  baryons)	
  are	
  no	
  longer	
  considered	
  
primary	
  parEcles	
  in	
  the	
  analysis,	
  decay	
  

products	
  are	
  treated	
  like	
  secondary	
  parPcles	
  	
  
	
  

•  Low	
  reconstrucEon	
  efficiency	
  (<0.1%)	
  and	
  
large	
  variaEons	
  in	
  predicted	
  rates	
  lead	
  to	
  a	
  

model	
  dependence	
  (very	
  different	
  
predicPons	
  in	
  Pythia8	
  and	
  EPOS)	
  

	
  
•  Final	
  results	
  produced	
  with	
  and	
  without	
  the	
  

strange	
  baryons	
  to	
  allow	
  comparison	
  with	
  
previous	
  measurements	
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•  Rate	
  measured	
  in	
  data	
  by	
  performing	
  a	
  fit	
  to	
  the	
  transverse	
  impact	
  parameter	
  distribuPon	
  
•  More	
  detailed	
  evaluaEon	
  of	
  secondaries	
  in	
  the	
  100	
  MeV	
  phase-­‐space	
  with	
  respect	
  to	
  the	
  

500	
  MeV	
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Figure 1: Comparison between data and pythia 8 a2 simulation for (a) the average number of silicon hits per track,
before the requirement on the number of SCT hits is applied, as a function of pseudorapidity, η; (b) the number of
innermost-pixel-layer hits on a track before the requirement on the number of innermost-pixel-layer hits is applied;
(c) the transverse impact parameter distribution of the tracks, prior to any requirement on the transverse impact
parameter, calculated with respect to the average beam position, dBL0 ; and (d) the difference between the longitudinal
position of the track along the beam line at the point where dBL0 is measured and the longitudinal position of the
primary vertex projected to the plane transverse to the track direction, zBL0 · sin θ, prior to any requirement on
zBL0 · sin θ. The uncertainties are the statistical uncertainties of the data. In (c) and (d) the separate contributions
from tracks coming from primary and secondary particles are also shown and the fraction of secondary particles in
the simulation is scaled by 1.38 to match that seen in the data, with the final simulation distributions normalised to
the number of tracks in the data. The inserts in the panels for (c) and (d) show the distributions on a linear scale.

6

Create	
  templates	
  from:	
  
•  ︎	
   pT	
   <	
   500	
   MeV,	
   split	
  

templates:	
   primary,	
  
non-­‐electrons,	
  electrons	
  
and	
  fakes	
  

•  ︎	
   p T	
   ≥ 	
   5 0 0 	
   M e V ,	
  
combined	
   template:	
  
primary	
  and	
  secondary	
  

•  Split	
  templates	
  only	
  for	
  pT	
  <	
  500	
  MeV:	
  
•  Different	
  shape	
  of	
  the	
  transverse	
  impact	
  parameter	
  distribuPon	
  for	
  electron	
  and	
  

non-­‐electron	
  secondary	
  parPcles	
  à	
  d0BL	
  reflects	
  the	
  radial	
  locaPon	
  at	
  which	
  the	
  
secondaries	
  were	
  produced	
  

•  Different	
  processes	
  for	
  conversion	
  and	
  hadronic	
  interacPon	
  leading	
  to	
  differences	
  
in	
  the	
  radial	
  distribuPons	
  à	
  electrons	
  mostly	
  produced	
  from	
  conversions	
  in	
  the	
  
beam	
  pipe	
  

•  FracPon	
  of	
  electrons	
  increases	
  as	
  pT	
  decreases	
  March	
  2nd,	
  2017	
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SystemaEc	
  	
  
Uncertainty	
   DistribuEon	
   Size	
  

(√s=13	
  TeV,	
  pT>500	
  MeV)	
  
Size	
  

(√s=13	
  TeV,	
  pT>100	
  MeV)	
  

Track	
  ReconstrucEon	
  
Efficiency	
  

η	
   0.5%	
  -­‐	
  1.4%	
   1	
  –	
  7%	
  

pT	
   0.7%	
   1	
  –	
  6%	
  

Non-­‐primaries	
  
η	
   0.5%	
   0.5%	
  

pT	
   0.5%	
  -­‐	
  0.9%	
   0.5%	
  -­‐1	
  %	
  

Non-­‐closure	
  
η	
   0.7%	
   0.4-­‐1%	
  

pT	
   0%	
  -­‐	
  2%	
   1%	
  -­‐3%	
  

•  Zooming-­‐in	
  on	
  some	
  of	
  the	
  systemaPc	
  uncertainPes	
  at	
  13	
  TeV	
  (full	
  list	
  in	
  the	
  extra	
  slides)	
  

•  Main	
  systemaEc	
  uncertainty	
  on	
  the	
  final	
  measurement	
  due	
  to	
  the	
  uncertainty	
  on	
  the	
  
track	
  reconstrucEon	
  efficiency	
  

	
  
•  Smaller	
  systemaEcs	
  in	
  the	
  nominal	
  phase	
  space	
  than	
  in	
  the	
  extended	
  one	
  thanks	
  to	
  

the	
  data-­‐driven	
  correcEon	
  applied	
  to	
  the	
  tracking	
  efficiency	
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•  Trigger	
  and	
  Vertex	
  efficiency:	
  event-­‐wise	
  correcPon	
  

	
  
•  Tracking	
  efficiency:	
  track-­‐wise	
  correcPon	
  

•  Bayesian	
  unfolding	
  to	
  correct	
  both	
  the	
  mulPplicity	
  nch	
  and	
  pT	
  

•  AddiPonal	
  correcPon	
  for	
  events	
  out	
  of	
  kinemaPc	
  range	
  e.g.	
  events	
  with	
  
≥1	
  parPcles	
  but	
  <	
  1	
  track	
  

•  Mean	
  pT	
  vs	
  nch	
  bin-­‐by-­‐bin	
  correcPon	
  of	
  average	
  pT,	
  then	
  nch	
  migraPon	
  
	
  

secondary	
  tracks	
  

strange	
  baryons	
  

outside	
  kinemaPc	
  range	
  



•  Nominal	
  Phase	
  Space	
  (pT	
  >	
  500	
  MeV,	
  |η|<	
  2.5)	
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dNch/dη	
   d2Nev/dηdpT	
  

Some	
  Models/Tunes	
  give	
  remarkably	
  good	
  predicEons	
  (EPOS,	
  Pythia8)	
  

dNev/dnch	
   <pT>	
  VS	
  nch	
  

Models	
  differ	
  mainly	
  
in	
  normalisaPon,	
  
shape	
  similar	
  

Measurement	
  spans	
  
10	
  orders	
  of	
  
magnitude	
  	
  

Low	
  nch	
  not	
  well	
  modelled	
  by	
  any	
  MC;	
  large	
  
contribuPon	
  from	
  diffracPon;	
  

Models	
  without	
  colour	
  reconnecPon	
  (QGSJET)	
  fail	
  
to	
  model	
  scaling	
  with	
  nch	
  very	
  well	
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dNch/dη	
   d2Nev/dηdpT	
   dNev/dnch	
   <pT>	
  VS	
  nch	
  

EPOS	
  gives	
  the	
  best	
  predicEon!	
  
Much	
  clearer	
  in	
  this	
  low	
  pT	
  regime	
  than	
  in	
  the	
  nominal	
  phase	
  space!	
  	
  

•  Up	
  to	
  7%	
  of	
  systemaPcs	
  
in	
  the	
  high	
  eta	
  region	
  

•  Good	
  predicPon	
  by	
  all	
  
the	
  generator,	
  except	
  
Pythia	
  8	
  A2	
  which	
  lies	
  

below	
  the	
  data	
  

Difficult	
  predicPons	
  
in	
  the	
  low	
  pT	
  region	
  

Good	
  data/MC	
  agreement	
  given	
  by	
  EPOS	
  (within	
  
2%),	
  worse	
  predicPons	
  given	
  by	
  the	
  other	
  

generators	
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Figure 4: Primary charged-particle multiplicities as a function of (a) pseudorapidity ⌘ and (b) transverse momentum
pT, (c) the charged-primary multiplicity nch and (d) the mean transverse momentum hpTi versus nch for events with
at least two charged-primary particles with pT > 100 MeV and |⌘ | < 2.5, each with a lifetime ⌧ > 300 ps. The
black dots represent the data and the coloured curves the di�erent MC model predictions. The vertical bars indicate
the statistical uncertainties, while the purpled shaded area shows statistical and systematic uncertainties added in
quadrature. The lower panels show the ratio of the MC predictions to the data.
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dNch/dη	
   d2Nev/dηdpT	
   dNev/dnch	
   <pT>	
  VS	
  nch	
  

EPOS	
  gives	
  the	
  best	
  predicEon!	
  

•  EPOS	
  gives	
  good	
  predicPon	
  
in	
  the	
  central	
  region	
  and	
  
overesPmates	
  data	
  in	
  the	
  

forward	
  region	
  
•  Pythia	
  8	
  A2	
  lies	
  below	
  the	
  

data,	
  while	
  Pythia	
  8	
  Monash	
  
and	
  QGSJet	
  overesPmate	
  

data	
  

Above	
  1	
  GeV,	
  good	
  
predicPons	
  given	
  by	
  
Pythia	
  8	
  Monash	
  

None	
  of	
  the	
  models	
  is	
  consistent	
  with	
  the	
  data	
  
although	
  the	
  Epos	
  LHC	
  model	
  provides	
  a	
  fair	
  

descripPon	
  

March	
  2nd,	
  2017	
  

2.5− 2− 1.5− 1− 0.5− 0 0.5 1 1.5 2 2.5

η
 / 

d
ch

N
 d⋅ 

ev
N

1/

0.5

1

1.5

2

2.5

3

3.5

Data 2012
PYTHIA 8 A2
PYTHIA 8 Monash
EPOS LHC
QGSJET II-04

| < 2.5η| > 500 MeV, 
T
p 1, ≥ chn

 > 300 psτ
 = 8 TeVsATLAS 

η
2.5− 2− 1.5− 1− 0.5− 0 0.5 1 1.5 2 2.5

M
C 

/ D
at

a

0.9

1

1.1

(a)

 ]
 -2

 [ 
G

eV
Tpd

η
 / 

d
ch

N2
 d⋅) Tpπ

 1
/(2

ev
N

1/ 11−10
10−10

9−10
8−10
7−10
6−10
5−10
4−10
3−10
2−10
1−10

1
10

210
310
410

Data 2012
PYTHIA 8 A2
PYTHIA 8 Monash
EPOS LHC
QGSJET II-04

| < 2.5η| > 500 MeV, 
T
p 1, ≥ chn

 > 300 psτ
 = 8 TeVsATLAS 

 [GeV]
T
p

1 10

M
C 

/ D
at

a

0.5

1

1.5

(b)

20 40 60 80 100 120

chn
 / 

d
ev

N
 d⋅ 

ev
N

1/

6−10

5−10

4−10

3−10

2−10

1−10

1

Data 2012
PYTHIA 8 A2
PYTHIA 8 Monash
EPOS LHC
QGSJET II-04

| < 2.5η| > 500 MeV, 
T
p 1, ≥ chn

 > 300 psτ
 = 8 TeVsATLAS 

chn
20 40 60 80 100 120

M
C 

/ D
at

a

0.5

1

1.5

(c)

20 40 60 80 100 120

 [ 
G

eV
 ]

〉 Tp〈

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

Data 2012
PYTHIA 8 A2
PYTHIA 8 Monash
EPOS LHC
QGSJET II-04

| < 2.5η| > 500 MeV, 
T
p 1, ≥ chn

 > 300 psτ
 = 8 TeVsATLAS 

chn
20 40 60 80 100 120

M
C 

/ D
at

a

0.8
0.9

1
1.1
1.2

(d)

Figure 5: Distributions of primary charged particles in events for which nch ≥ 1, pT > 500 MeV and |η| < 2.5 as
a function of (a) pseudorapidity, η, (b) transverse momentum, pT, (c) multiplicity, nch, and (d) average transverse
momentum, ⟨pT⟩, versus multiplicity. The data, represented by dots, are compared to various particle-level MC
predictions, which are shown by curves. The shaded areas around the data points represent the total statistical and
systematic uncertainties added in quadrature.
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Figure 5: Distributions of primary charged particles in events for which nch ≥ 1, pT > 500 MeV and |η| < 2.5 as
a function of (a) pseudorapidity, η, (b) transverse momentum, pT, (c) multiplicity, nch, and (d) average transverse
momentum, ⟨pT⟩, versus multiplicity. The data, represented by dots, are compared to various particle-level MC
predictions, which are shown by curves. The shaded areas around the data points represent the total statistical and
systematic uncertainties added in quadrature.
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Figure 5: Distributions of primary charged particles in events for which nch ≥ 1, pT > 500 MeV and |η| < 2.5 as
a function of (a) pseudorapidity, η, (b) transverse momentum, pT, (c) multiplicity, nch, and (d) average transverse
momentum, ⟨pT⟩, versus multiplicity. The data, represented by dots, are compared to various particle-level MC
predictions, which are shown by curves. The shaded areas around the data points represent the total statistical and
systematic uncertainties added in quadrature.
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•  Strong	
  dependence	
  on	
  the	
  ID	
  material	
  in	
  the	
  forward	
  region!	
  

•  From	
  7	
  to	
  8	
  TeV,	
  up	
  to	
  50%	
  improvement	
  in	
  the	
  central	
  region	
  and	
  
65%	
  improvement	
  in	
  the	
  high	
  eta	
  region	
  thanks	
  to	
  the	
  good	
  

knowledge	
  of	
  the	
  material	
  in	
  the	
  ID	
  achieved	
  at	
  the	
  end	
  of	
  Run	
  1	
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•  Compared	
  with	
  earlier	
  studies,	
  the	
  8	
  TeV	
  analysis	
  also	
  presents	
  ATLAS	
  
measurements	
  of	
  final	
  states	
  at	
  high	
  mulPpliciPes	
  of	
  nch≥20	
  and	
  nch≥50	
  

Phase Space 1/Nev · dNch/d⌘ at ⌘ = 0

nch � pT[MeV] > ⌧ > 300 ps (fiducial) ⌧ > 30 ps (extrapolated)

2 100 5.64 ± 0.10 5.71 ± 0.11

1 500 2.477 ± 0.031 2.54 ± 0.04

6 500 3.68 ± 0.04 3.78 ± 0.05

20 500 6.50 ± 0.05 6.66 ± 0.07

50 500 12.40 ± 0.15 12.71 ± 0.18
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Figure 8: Distributions of primary charged particles in events for which nch ≥ 50, pT > 500 MeV and |η| < 2.5 as a
function of (a) pseudorapidity, η, and (b) transverse momentum, pT. The data, represented by dots, are compared
to various particle-level MC predictions, which are shown by curves. The shaded areas around the data points
represent the total statistical and systematic uncertainties added in quadrature.

Phase Space 1/Nev · dNch/dη at η = 0
nch ≥ pT [MeV ] > τ > 300 ps (fiducial) τ > 30 ps (extrapolated)

2 100 5.64 ± 0.10 5.71 ± 0.11
1 500 2.477 ± 0.031 2.54 ± 0.04
6 500 3.68 ± 0.04 3.78 ± 0.05
20 500 6.50 ± 0.05 6.66 ± 0.07
50 500 12.40 ± 0.15 12.71 ± 0.18

Table 1: Central primary-charged-particle density 1/Nev · dNch/dη at η = 0 for five different phase spaces. The
results are given for the fiducial definition τ > 300 ps, as well as for the previously used fiducial definition τ > 30 ps
using an extrapolation factor of 1.012 ± 0.004 (for pT > 100 MeV) or 1.025 ± 0.008 (for pT > 500 MeV), which
accounts for the fraction of charged strange baryons predicted by Epos LHC simulation.

The evolution of the primary-charged-particle multiplicity per unit pseudorapidity at η = 0 is shown in
Figure 9. It is computed by averaging over |η| < 0.2 in the 1/Nev · dNch/dη distribution. In order to make
consistent comparisons with previous measurements, these figures are corrected to the earlier τ > 30 ps
definition of stable particles (to include the fraction of short-lived particles which have been excluded
from this study), using a factor 1.012 ± 0.004 in the pT > 100 MeV phase space and 1.025 ± 0.008
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Figure 7: Distributions of primary charged particles in events for which nch ≥ 20, pT > 500 MeV and |η| < 2.5 as a
function of (a) pseudorapidity, η, and (b) transverse momentum, pT. The data, represented by dots, are compared
to various particle-level MC predictions, which are shown by curves. The shaded areas around the data points
represent the total statistical and systematic uncertainties added in quadrature.

lower threshold, the distribution rises until values of nch ∼ 9 before falling steeply. For the higher
threshold the distribution peaks at nch ∼ 2. None of the models are consistent with the data although
the Epos LHC model provides a fair description. The two Pythia 8 calculations predict distribution
peaks which are at higher nch than those observed and underestimate the event yield at low and high
multiplicity. The Qgsjet-II tune overestimates the data at low and high nch values and underestimates the
data for intermediate nch values.

The distribution of the average transverse momentum of primary charged particles, ⟨pT⟩, versus the
primary-charged-particle multiplicity, nch, is given in Figures 4(d) and 5(d) for transverse momentum
thresholds of 100 MeV and 500 MeV, respectively. The average pT rises with multiplicity although the
rise becomes progressively less steep as the multiplicity increases. This is expected due to colour co-
herence effects in dense parton environments, which are modelled by a colour reconnection mechanism
in Pythia 8 or by the hydrodynamical evolution model used in Epos. It is assumed that numerous MPI
dominate the high-multiplicity events, and that colour coherence effects thereby lead to fewer additional
charged particles produced with every additional MPI, which share a higher average pT. The Epos LHC
and Pythia 8 models provide a fair description of the data. The Qgsjet-II model fails to predict the mean
transverse momentum over the entire multiplicity range, as it does not simulate colour coherence effects
and therefore shows very little dependence on the multiplicity.
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Figure 5: Distributions of primary charged particles in events for which nch ≥ 1, pT > 500 MeV and |η| < 2.5 as
a function of (a) pseudorapidity, η, (b) transverse momentum, pT, (c) multiplicity, nch, and (d) average transverse
momentum, ⟨pT⟩, versus multiplicity. The data, represented by dots, are compared to various particle-level MC
predictions, which are shown by curves. The shaded areas around the data points represent the total statistical and
systematic uncertainties added in quadrature.
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•  Mean	
  number	
  of	
  primary	
  charged	
  parEcles	
  increases	
  by	
  a	
  factor	
  of	
  2.2	
  when	
  
√s	
  increases	
  by	
  a	
  factor	
  of	
  about	
  14	
  from	
  0.9	
  TeV	
  to	
  13	
  TeV!	
  

•  Looking	
  at	
  the	
  overall	
  picture,	
  best	
  predicEons	
  for	
  this	
  observable	
  is	
  given	
  by	
  
EPOS	
  followed	
  by	
  Pythia	
  8	
  A2	
  and	
  Monash!	
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p
s Measurement type Rivet name

13 TeV MB ATLAS_2016_I1419652 [3]
13 TeV INEL XS MC_XS [5]
7 TeV MB ATLAS_2010_S8918562 [11]
7 TeV INEL XS ATLAS_2011_I89486 [4]
7 TeV RAPGAP ATLAS_2012_I1084540 [15]
7 TeV ETFLOW ATLAS_2012_I1183818 [14]
900 GeV MB ATLAS_2010_S8918562 [11]
2.36 TeV MB ATLAS_2010_S8918562 [11]
8 TeV MB ATLAS_2016_I1426695 [16]

Table 2: Names of the River routines. The last two were not used in tuning, but are stated for completeness as the final
tune is compared to them. The ATLAS 13 TeV INEL XS routine was not available at the time of this work, but the
analysis is identical to ATLAS 7 TeV INEL XS, except the fiducial phase space definition and easily implementable
in MC_XS routine.

2.2 Tuning process

The following measurements were used in this tuning:

ATLAS

p
s = 13 TeV: charged particle minimum-bias distributions [3] (referred as MB) and fiducial

inelastic cross-section [5] (referred to as INELXS);

ATLAS

p
s = 7 TeV: charged particle distributions [11], transverse energy flow [14] with the same event

selection as the charged particle distributions, but including neutrals (referred to as ETFLOW),
rapidity gaps [15] (referred to as RAPGAP) and fiducial inelastic cross-section [4];

ATLAS

p
s = 900 GeV: charged particle minimum-bias distributions [11].

The above information, and the corresponding Rivet routine names are shown in Table 2.

The previous ATLAS tunes were performed using the P�������� automated tuning tool, where each bin of
each observable was parametrised as a N-dimensional 3rd order polynomial based on the sampled tune
points in the parameter hypercube (N being the number of tuned parameters). These parametrisations were
then used to calculate a �2 with respect to the reference data, which was numerically minimised in the
parameter space to find the best tune point. Weight factors were used in the �2 and degree of freedom, Ndf,
calculation to place increased emphasis on certain observables.

In the current tuning, a di�erent approach was taken in which di�erent parameters were tuned independently.
A full P�������� tune varies all parameters simultaneously and includes the possibility of correlations
between the optimal values for di�erent parameters. Tuning some parameters independently reduces the
ability to account for such correlations, which are anticipated to be small in the case of this more limited
tuning dataset.

The tune was performed in several steps:

1. One and half million soft-QCD inelastic pp events were generated for five hundred parameter points
from the hypercube of these seven parameter ranges. This was done for each of the three center of
mass energies.
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Figure 1: The P����� 8 A3, A2 and Monash tune predictions compared with ATLAS charged particle pseudorapidity
distributions at five di�erent center-of-mass energies [3, 11, 16], 900 GeV(top left), 2.36 TeV(top right), 7 TeV(middle
left), 8 TeV(middle right), and 13 TeV(bottom). The yellow shaded areas represent the measurement uncertainty.
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Figure 2: The P����� 8 A3, A2 and Monash tune predictions compared with ATLAS charged particle multiplicity
distributions at five di�erent center-of-mass energies [3, 11, 16], 900 GeV(top left), 2.36 TeV(top right), 7 TeV(middle
left), 8 TeV(middle right), and 13 TeV(bottom). The yellow shaded areas represent the measurement uncertainty.
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Figure 3: The P����� 8 A3, A2 and Monash tune predictions compared with ATLAS charged particle transverse
momentum distributions at five di�erent center-of-mass energies [3, 11, 16], 900 GeV(top left), 2.36 TeV(top right),
7 TeV(middle left), 8 TeV(middle right), and 13 TeV(bottom). The yellow shaded areas represent the measurement
uncertainty.
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Figure 4: The P����� 8 A3, A2 and Monash tune predictions compared with ATLAS charged particle mean transverse
momentum against multiplicity distributions at four di�erent center-of-mass energies [3, 11, 16], 900 GeV(top
left),7 TeV(top right), 8 TeV(bottom left), and 13 TeV(bottom right). The yellow shaded areas represent the
measurement uncertainty.
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  Nch	
  13	
  TeV,	
  η	
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•  ParPcle	
  correlaPons	
  play	
  an	
  important	
  role	
  in	
  the	
  understanding	
  of	
  mulP-­‐parPcle	
  producPon	
  
•  CorrelaPons	
  between	
   idenPcal	
   bosons,	
   called	
  Bose-­‐Einstein	
   CorrelaEons	
   (BEC),	
   are	
   a	
  well-­‐

known	
  phenomenon	
  in	
  high-­‐energy	
  and	
  nuclear	
  physics	
  	
  

•  They	
  represent	
  a	
  sensiPve	
  probe	
  of	
  the	
  space-­‐Pme	
  geometry	
  of	
  the	
  hadronizaPon	
  region	
  and	
  
allow	
   the	
   determinaPon	
   of	
   the	
   size	
   and	
   the	
   shape	
   of	
   the	
   source	
   from	
  which	
   parPcles	
   are	
  
emiked	
  

•  Analysis	
  of	
  BEC	
  dependence	
  on	
  parPcle	
  mulPplicity	
  and	
  transverse	
  momentum	
  helps	
  to	
  
understand	
  the	
  mulP-­‐parPcle	
  producPon	
  mechanism	
  	
  

•  Studies	
  of	
  one-­‐dimensional	
  BEC	
  effects	
  in	
  pp	
  collisions	
  at	
  centre-­‐of-­‐mass	
  energies	
  of	
  0.9	
  and	
  
7	
  TeV	
  are	
  presented	
  for	
  both	
  minimum	
  bias	
  and	
  high-­‐mulPpliciPes	
  data	
  

Four-­‐momenta	
  of	
  two	
  
idenPcal	
  bosons	
  

Reference	
  probability	
  density	
  funcPon	
  
constructed	
  to	
  exclude	
  BEC	
  effects	
  

Two-­‐parPcle	
  
probability	
  density	
  

funcPon	
  

The	
  BEC	
  effect	
  is	
  usually	
  described	
  by	
  a	
  
funcPon	
  with	
  two	
  parameters:	
  

•  effecPve	
  radius	
  R	
  
•  strength	
  (or	
  incoherence)	
  	
  parameter	
  λ	
  

In	
  this	
  studies,	
  the	
  density	
  funcPon	
  is	
  
calculated	
  for	
  like-­‐sign	
  charged-­‐

parPcle	
  pairs,	
  with	
  both	
  the	
  ++	
  and	
  -­‐-­‐	
  
combinaPons	
  included	
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•  Same	
  even	
  selecPon	
  and	
  unfolding	
  procedure	
  as	
  in	
  the	
  minimum	
  bias	
  analysis	
  
•  Same	
  MBTS	
  trigger	
  
•  Same	
  track	
  quality	
  criteria	
  

•  Same	
  approach	
  applied	
  to	
  High	
  MulPplicity	
  (HM)	
  events	
  (>	
  120	
  tracks)	
  
•  Studies	
   showed	
   that	
   there	
   is	
   less	
   than	
   1	
   pile-­‐up	
   track	
   selected	
   in	
   the	
   HM	
   sample,	
  

negligible	
  influence	
  on	
  BEC	
  studies	
  
	
  
Data:	
  
•  0.9	
  TeV	
  min	
  Bias:	
  	
  3.6	
  �	
  105	
  events,	
  4.5	
  �	
  106	
  tracks	
  
•  7	
  TeV	
  min	
  Bias: 	
  	
  	
  	
  1	
  �	
  107	
  events,	
  2.1	
  �	
  108	
  tracks	
  
•  7	
  TeV	
  HM: 	
  	
  	
  	
  1.8	
  �	
  104	
  events,	
  2.7	
  �	
  106	
  tracks	
  

SimulaEon:	
  
•  Pythia	
  6.421	
  –	
  MC09	
  ATLAS	
  tune,	
  for	
  both	
  min	
  Bias	
  and	
  HM	
  samples	
  (non-­‐,	
  single-­‐,	
  double-­‐

diffracPve	
  as	
  in	
  the	
  predicted	
  cross-­‐secPon	
  
•  For	
  SystemaPcs:	
  

•  PHOJET	
  1.12.1.35	
  
•  Pythia	
  –	
  Perugia0	
  tune	
  
•  EPOS	
  1.99_v2965	
  LHC	
  tune	
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6 The ATLAS Collaboration: Two-particle Bose–Einstein correlations

Table 1. Systematic uncertainties on λ and R for the exponential fit of the two-particle double-ratio correlation function
R2(Q) in the full kinematic region at

√
s =0.9 and 7 TeV for minimum-bias and high-multiplicity events.

0.9 TeV 7 TeV 7 TeV (HM)
Source λ R λ R λ R
Track reconstruction efficiency 0.6% 0.7% 0.3% 0.2% 1.3% 0.3%
Track splitting and merging negligible negligible negligible
Monte Carlo samples 14.5% 12.9% 7.6% 10.4% 5.1% 8.4%
Coulomb correction 2.6% 0.1% 5.5% 0.1% 3.7% 0.5%
Fitted range of Q 1.0% 1.6% 1.6% 2.2% 5.5% 6.0%
Starting value of Q 0.4% 0.3% 0.9% 0.6% 0.5% 0.3%
Bin size 0.2% 0.2% 0.9% 0.5% 4.1% 3.4%
Exclusion interval 0.2% 0.2% 1% 0.6% 0.7% 1.1%
Total 14.8% 13.0% 9.6% 10.7% 9.4% 10.9%

5 Results

5.1 Two-particle correlations

In Fig. 1 the double-ratio R2(Q) distributions, measured
for 0.9 and 7 TeV, are compared with Gaussian and ex-
ponential fitting functions, Eqs. (8) and (9). The fits are
performed in the Q range 0.02 GeV to 2 GeV and with a
bin width of 0.02 GeV. The upper Q limit is chosen to be
far away from the low-Q region, which is sensitive to BEC
effects and resonances. Around Q ∼ 0.7 GeV there is a vis-
ible bump which is due to an overestimate of ρ → π+π−

decays in the Monte Carlo simulation. Therefore the re-
gion 0.5 ≤ Q ≤ 0.9 GeV is excluded from the fits. As seen
in Fig. 1, the Gaussian function does not describe the low-
Q region while the exponential function provides a good
description of the data.

The resolution of the Q variable is better than 10 MeV
for the region most sensitive to BEC effect, Q < 0.4 GeV.
The Q resolution is included in the fit of R2 by convolving
the fitting function with a Gaussian detector resolution
function. The change in the fit results from those with no
convolution applied is found to be negligible.

In the process of fitting R2(Q) with the exponential
function, large χ2 values are observed, in particular for
the 7 TeV sample where statistical uncertainties on the
fitted data points are below 2–4%. These large χ2 val-
ues can be traced back to a small number of individual
points or small cluster of points. The removal of these
points does not change the results of the fit while the χ2

substantially improves. In the analysis of the 7 TeV data,
for most of the considered cases, the expected statistical
uncertainties are small compared to the systematic ones,
therefore only total uncertainties on the fitted parameters
are given. The latter include the statistical uncertainties
rescaled by

√

χ2/ndf [78]. For consistency, the same treat-
ment is applied to the 0.9 TeV analysis where the statis-
tical uncertainties are of the same order of magnitude as
the systematic ones.

The results of BEC parameters for exponential fits of
the two-particle double-ratio correlation function R2(Q)
for events with the unlike-charge reference sample are

λ = 0.74 ± 0.11, R = (1.83 ± 0.25) fm at
√
s = 0.9 TeV for nch ≥ 2,

λ = 0.71 ± 0.07, R = (2.06 ± 0.22) fm at
√
s = 7 TeV for nch ≥ 2,

λ = 0.52 ± 0.06, R = (2.36 ± 0.30) fm at
√
s = 7 TeV for nch ≥ 150.

The values of the fitted parameters are close to the
values obtained by the CMS [49] and ALICE [50] experi-
ments.

5.2 Multiplicity dependence

The R2(Q) functions defined in Eq. (7), are shown for var-
ious multiplicity intervals in Fig. 2 for 0.9 TeV, 7 TeV and
7 TeV high-multiplicity data. The multiplicity intervals
are chosen so as to be similarly populated and compara-
ble to those used by other LHC experiments [48–51]. Only
the exponential fit is shown. As in the fit procedure for the
inclusive case, the detector Q resolution is included in the
fits.

Within the multiplicity studies, the BEC parameters
are also measured by excluding the low-multiplicity events,
nch < 8, expected to be contaminated by diffractive physics
[64]. No noticeable changes in the strength and radius pa-
rameters for nch ≥ 8 are observed compared to the full
multiplicity range for nch ≥ 2.

The multiplicity dependence of the λ and R parame-
ters is shown in Fig. 3. The λ parameter decreases with
multiplicity, faster for 0.9 TeV than for 7 TeV interac-
tions. The decrease of the λ parameter with nch is found
to be well fitted with the exponential function λ(nch) =
γ e−δnch . The fit parameter values are presented in Table
2 for 0.9 TeV and for the combined nominal and high-
multiplicity 7 TeV data.

The R parameter increases with multiplicity up to
about nch ≃ 50 independently of the center of mass en-
ergy. For higher multiplicities, the measured R parameter
is observed to be independent of multiplicity. For nch ≤ 82
at 0.9 TeV and nch < 55 at 7 TeV the nch dependence of
R is fitted with the function R(nch) = α 3

√
nch, similar to

that used in heavy-ion studies [5, 51]. The results of the
fit are presented in Table 2 and are close to the CMS re-
sults [49]. The fit parameters do not change significantly
within uncertainties if data points with nch > 55 are in-
cluded in the fit, while the quality of the fit significantly
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•  Two	
  parameterizaPons	
  of	
  the	
  Ω(λ,QR)	
  funcPon	
  have	
  been	
  invesPgated:	
  

Goldhaber,	
  spherical	
  shape	
  with	
  a	
  radial	
  Gaussian	
  distribuPon	
  of	
  
the	
  source	
  
ExponenPal,	
  radial	
  Lorentzian	
  distribuPon	
  of	
  the	
  source	
  

arXiv:1502.07947	
  

overesPmate	
   of	
  
ρ	
  →	
  π+π−	
  decays	
  
in	
   the	
   Monte	
  
Carlo	
  simulaPon	
  

Good	
  agreement	
  between	
  data	
  and	
  exponenPal	
  fit:	
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•  MulEplicity	
  dependence	
  

•  The	
   λ	
   parameter	
   decreases	
  
with	
  mulPplicity,	
  faster	
  for	
  0.9	
  
TeV	
  than	
  for	
  7	
  TeV	
  interacPons	
  

•  λ	
  =	
  0	
  -­‐>	
  fully	
  coherent	
  
•  λ	
  =	
  1-­‐>	
  chaoPc	
  

•  The	
   size	
   of	
   the	
   emi�ng	
   source	
  
increases	
   with	
   mulPplicity	
   up	
   to	
  
about	
   nch	
   ≃	
   50	
   independently	
   of	
  
the	
  center	
  of	
  mass	
  energy	
  

•  For	
   higher	
   mulPpliciPes,	
   the	
  
measured	
  R	
  parameter	
  is	
  observed	
  
to	
  be	
  independent	
  of	
  mulPplicity	
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•  Transverse	
  momentum	
  dependence	
  

•  The	
   λ	
   and	
   R	
   parameters	
   decreases	
   with	
   kT	
   faster	
   for	
   0.9	
   TeV	
   than	
   for	
   7	
   TeV	
  
interacPons,	
  following	
  exponenPal	
  behavior	
  	
  

•  For	
  λ	
  similar	
  shape	
  for	
  7	
  TeV	
  min	
  bias	
  and	
  HM	
  events	
  

•  The	
   values	
   of	
   the	
   R	
   parameters	
   are	
   observed	
   to	
   be	
   energy-­‐independent	
  within	
  
the	
  uncertainPes	
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Fig. 5. The kT dependence of the fitted parameters (a) λ and (b) R obtained from the exponential fit to two-particle double-
ratio at

√
s =0.9 TeV, 7 TeV and 7 TeV high-multiplicity events. The average transverse momentum kT of the particle pairs

is defined as kT = |pT,1 + pT,2|/2. The solid, dashed and dash-dotted curves are results of the exponential fits for 0.9 TeV,
7 TeV and 7 TeV high-multiplicity data, respectively. The results are compared to the corresponding measurements by the E735
experiment at the Tevatron [80], and by the STAR experiment at RHIC [81]. The error bars represent the quadratic sum of the
statistical and systematic uncertainties.
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Fig. 6. The kT dependence of the fitted parameters (a) λ and (b) R obtained from the exponential fit to the two-particle
double-ratio correlation function R2(Q) at

√
s = 7 TeV for the different multiplicity regions: 2 ≤ nch ≤ 9 (circles), 10 ≤ nch ≤ 24

(squares), 25 ≤ nch ≤ 80 (triangles) and 81 ≤ nch ≤ 125 (inverted triangles). The average transverse momentum kT of the
particle pairs is defined as kT = |pT,1 + pT,2|/2. The error bars represent the quadratic sum of the statistical and systematic
uncertainties.
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•  Exclusive	
  γγ	
  à	
  l+l-­‐	
  (l	
  =	
  e,	
  μ)	
  producPon	
  studied	
  with	
  7	
  TeV	
  ATLAS	
  data	
  set	
  
•  Clean	
   signature	
   (two	
   muons	
   or	
   electrons	
   back-­‐to-­‐back,	
   with	
   no	
   associated	
   acPvity	
   in	
   the	
  

central	
  detector)	
  	
  
•  Significant	
   suppression	
   factor	
   (~20%)	
  due	
   to	
   addiPonal	
   interacPon	
  between	
   the	
   elasPcally	
  

scakered	
  protons	
  	
  
•  Cross-­‐secPon	
  of	
  the	
  photon	
  measured	
  with	
  Equivalent	
  Photon	
  ApproximaPon	
  (EPA)	
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2 The ATLAS detector

The ATLAS experiment [20] at the LHC is a multi-purpose particle detector with a forward-backward
symmetric cylindrical geometry and nearly 4⇡ coverage in solid angle.1 It consists of inner tracking
devices surrounded by a superconducting solenoid, electromagnetic and hadronic calorimeters, and a
muon spectrometer. The inner detector (ID) provides charged-particle tracking in the pseudorapidity
region |⌘| < 2.5 and vertex reconstruction. It comprises a silicon pixel detector, a silicon microstrip
tracker, and a straw-tube transition radiation tracker. The ID is surrounded by a solenoid that produces a
2 T axial magnetic field. Lead/liquid-argon (LAr) sampling calorimeters provide electromagnetic (EM)
energy measurements with high granularity. A hadron (iron/scintillator-tile) calorimeter covers the central
pseudorapidity range |⌘| < 1.7. The end-cap and forward regions are instrumented with LAr calorimeters
for both the EM and hadronic energy measurements up to |⌘| = 4.9. The muon spectrometer (MS) is
operated in a magnetic field provided by air-core superconducting toroids and includes tracking chambers
for precise muon momentum measurements up to |⌘| = 2.7 and trigger chambers covering the range
|⌘| < 2.4.

A three-level trigger system is used to select interesting events. The first level is implemented in custom
electronics and is followed by two software-based trigger levels, referred to collectively as the High-Level
Trigger.

3 Theoretical background and event simulation

Calculations of the cross-section for exclusive two-photon production of lepton pairs in pp collisions
are based on the Equivalent Photon Approximation (EPA) [4, 5, 21–24]. The EPA relies on the property
that the EM field of a charged particle, here a proton, moving at high velocity becomes more and more
transverse with respect to the direction of propagation. As a consequence, an observer in the laboratory
frame cannot distinguish between the EM field of a relativistic proton and the transverse component of the
EM field associated with equivalent photons. Therefore, using the EPA, the cross-section for the reaction
above can be written as

�EPA
pp(��)!`+`�pp =

"

P(x1) P(x2)���!`+`�(m2
`+`�) dx1 dx2 ,

where P(x1) and P(x2) are the equivalent photon spectra for the protons, x1 and x2 are the fractions of the
proton energy carried away by the emitted photons and m`+`� is the invariant mass of the lepton pair. These
variables are related by m2

`+`�/s = x1x2 where s is the pp centre-of-mass energy squared. The symbol
���!`+`� refers to the cross-section for the QED sub-process. As discussed previously, the photons are
quasi-real, which means that their virtuality Q2 is very small compared to m2

`+`� . In this kinematic region
the EPA gives the same predictions as full leading-order (LO) QED calculations [4, 5].

In the reaction pp(��) ! `+`�X the protons scattering can be: elastic, X = pp; single-dissociative, X =
pX0; or double-dissociative, X = X0X00 (the symbols X0, X00 denote any additional final state produced in

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point in the centre of the detector and
the z-axis coinciding with the axis of the beam pipe. The x-axis points from the interaction point to the centre of the LHC
ring, and the y-axis points upward. The pseudorapidity is defined in terms of the polar angle ✓ as ⌘ = � ln tan(✓/2), and � is
the azimuthal angle around the beam pipe with respect to the x-axis. The angular distance is defined as �R =

p
(�⌘)2 + (��)2.

The transverse momentum is defined relative to the beam axis.

3

Monte	
  Carlo	
  Samples:	
  
•  Signal:	
  Herwig++	
  2.6.3	
  (implements	
  EPA)	
  
•  Photon-­‐induced	
  single-­‐dissociaEve	
  dilepton	
  producEon	
  (dominant	
  Background	
  ):	
  LPair	
  4.0	
  with	
  the	
  

Brasse	
  and	
  Suri-­‐Yennie	
  structure	
  funcPons	
  for	
  proton	
  dissociaPon	
  
•  LPair	
  interfaced	
  to	
  JetSet	
  7.408	
  with	
  Lund	
  fragmentaPon	
  model	
  	
  

•  Double	
  diffracEve	
  reacEons:	
  Pythia	
  8.175	
  with	
  NNPDF2.3QED	
  
•  DY	
  Z/γ*àe+e-­‐	
  and	
  	
  Z/γ*	
  à	
  μ+μ-­‐:	
  Powheg	
  1.0	
  with	
  CT10	
  PDF	
  interfaced	
  with	
  Pythia	
  6.425	
  using	
  

CTEQ6L1	
  PDF	
  and	
  AUET2B	
  tune	
  
•  DY	
  Z/γ*àτ+τ-­‐:	
  Pythia	
  6.425	
  with	
  MRST	
  LO*	
  PDF	
  
•  Top-­‐quark	
  pair:	
  MC@NLO	
  3.42	
  
•  W+W-­‐,	
  W±Z,	
  ZZ:	
  Herwig	
  6.520	
  
•  Generators	
  used	
  for	
  Z/γ*,	
  kbar,	
  di-­‐boson	
  events	
  are	
  interfaced	
  with	
  Photos	
  3.0	
  to	
  simulate	
  QED	
  FSR	
  

correcPons	
  
•  Pile-­‐up:	
  Pythia	
  6.425	
  with	
  AUET2B	
  tune	
  and	
  CTEQ6L1	
  PDF	
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Pre-­‐selecEon	
  
•  At	
  least	
  one	
  collision	
  vertex	
  with	
  at	
  least	
  2	
  charged-­‐parPcle	
  tracks	
  with	
  pT	
  >	
  400	
  MeV	
  
•  At	
  least	
  2	
  lepton	
  candidates	
  

•  Electron	
  channel	
  
•  Single	
  electron	
  trigger	
  (pT	
  >	
  20-­‐22	
  GeV,	
  threshold	
  increased	
  during	
  data-­‐taking)	
  and	
  

Di-­‐electron	
  trigger	
  (pT	
  >	
  12	
  GeV)	
  
•  Electron:	
  pT	
  >	
  12	
  GeV,	
  |η|	
  <	
  2.4,	
  with	
  1.37	
  <	
  |η|	
  <	
  1.52	
  excluded,	
  medium	
  ID	
  
•  me+e-­‐	
  >	
  24	
  GeV	
  

•  Muon	
  channel	
  
•  Single	
  electron	
  trigger	
  (pT	
  >	
  18GeV)	
  and	
  Di-­‐electron	
  trigger	
  (pT	
  >	
  10	
  GeV)	
  
•  MS-­‐ID	
  combined	
  tracks	
  
•  Muon:	
  pT	
  >	
  10	
  GeV,	
  |η|	
  <	
  2.4,	
  with	
  1.37	
  <	
  |η|	
  <	
  1.52	
  excluded,	
  isolated	
  muon	
  
•  mμ+μ-­‐

	
  >	
  20	
  GeV	
  
•  1.57	
  �	
  106	
  di-­‐electron	
  and	
  2.42	
  �	
  106	
  di-­‐muon	
  candidates	
  a}er	
  the	
  above	
  selecPon	
  

Backgrounds:	
  
•  γγàτ+τ	
  and	
  γγàW+W-­‐	
  negligible	
  
•  DissociaPve	
  backgrounds	
  esPmated	
  from	
  MC	
  
•  Electroweak	
  (Z/γ*,	
  di-­‐bosons)	
  and	
  kbar	
  from	
  MC,	
  normalizaPon	
  to	
  pQCD	
  cross	
  secPons	
  
•  MulP-­‐jet	
   from	
   data-­‐driven	
  methods	
   (electron:	
   all	
   pre-­‐selecPon	
   except	
   medium	
   ID;	
   muons	
  

same-­‐charge	
  muon	
  pair	
  passing	
  pre-­‐selecPon)	
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Figure 1: Illustration of exclusive event selection in the muon channel (see text). (a) Longitudinal distance between
the di-muon vertex and any other tracks or vertices, (b) di-muon invariant mass, and (c) transverse momentum
of the di-muon system, after application of subsequent selection criteria (indicated by the dashed lines). Data are
shown as points with statistical error bars, while the histograms represent the expected signal and background levels,
corrected using the scale factors described in the text.

for the various processes, to the measured dilepton acoplanarity (1 � |��`+`� | /⇡) distribution. The fit
determines two scaling factors, defined as the ratios of the number of observed to the number of expected
events based on the MC predictions, for the exclusive (Rexcl.) and single-dissociative (Rs-diss.) templates.
The double-dissociative and DY contributions are fixed to the MC predictions in the fit procedure. Con-
tributions from other background processes are found to be negligible.

Figure 2 shows the e+e� and µ+µ� acoplanarity distributions in data overlaid with the result of the fit to
the shapes from MC simulations for events satisfying all selection requirements. The results from the
best fit to the data for the electron channel are: Rexcl.

��!e+e� = 0.863 ± 0.070 (stat.) for the signal scaling
factor and Rs-diss.

��!e+e� = 0.759 ± 0.080 (stat.) for the single-dissociative scaling factor. Similarly, for the
muon channel the results are: Rexcl.

��!µ+µ� = 0.791 ± 0.041 (stat.) and Rs-diss.
��!µ+µ� = 0.762 ± 0.049 (stat.).
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Table 1: E↵ect of sequential selection requirements on the number of events selected in data, compared to the
number of predicted signal and background events for electron and muon channels. Predictions for exclusive and
single-dissociative event yields do not take into account proton absorptive corrections.

�� ! `+`� Z/�⇤ Multi- Z/�⇤ Di- Total
Selection Signal S-diss. D-diss. ! `+`� jet ! ⌧+⌧� tt̄ boson predicted Data

Electron channel (` = e)
Preselection 898 2096 2070 1 460 000 83 000 3760 4610 1950 1 560 000 1 572 271
Exclusivity veto 661 1480 470 3140 0 9 0 5 5780 5410
Z region removed 569 1276 380 600 0 8 0 3 2840 2586
p`+`�T < 1.5 GeV 438 414 80 100 0 2 0 0 1030 869

Muon channel (` = µ)
Preselection 1774 3964 4390 2 300 000 98 000 7610 6710 2870 2 420 000 2 422 745
Exclusivity veto 1313 2892 860 3960 3 8 0 6 9040 7940
Z region removed 1215 2618 760 1160 3 8 0 3 5760 4729
p`+`�T < 1.5 GeV 1174 1085 160 210 0 3 0 0 2630 2124
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Figure 2: (a) Di-electron and (b) di-muon acoplanarity distributions for the selected sample after exclusivity re-
quirements. Data are shown as points with statistical error bars. The stacked histograms, in top-to-bottom order,
represent the simulated exclusive signal, and the single-dissociative, double-dissociative and DY backgrounds. The
exclusive and single-dissociative yields are determined from the fit described in the text.

The central values and statistical uncertainties on Rexcl. are strongly correlated with the central values and
uncertainties on Rs-diss., respectively.

6 Systematic uncertainties and cross-checks

The di↵erent contributions to the systematic uncertainties are described below. The dominant sources of
systematic uncertainty for both the electron and muon channels are related to background modelling.

The uncertainty on the electron and muon selection includes uncertainties on the electron energy or muon
momentum scale and resolution, as well as uncertainties on the scale factors applied to the simulation
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Figure 1: Illustration of exclusive event selection in the muon channel (see text). (a) Longitudinal distance between
the di-muon vertex and any other tracks or vertices, (b) di-muon invariant mass, and (c) transverse momentum
of the di-muon system, after application of subsequent selection criteria (indicated by the dashed lines). Data are
shown as points with statistical error bars, while the histograms represent the expected signal and background levels,
corrected using the scale factors described in the text.

for the various processes, to the measured dilepton acoplanarity (1 � |��`+`� | /⇡) distribution. The fit
determines two scaling factors, defined as the ratios of the number of observed to the number of expected
events based on the MC predictions, for the exclusive (Rexcl.) and single-dissociative (Rs-diss.) templates.
The double-dissociative and DY contributions are fixed to the MC predictions in the fit procedure. Con-
tributions from other background processes are found to be negligible.

Figure 2 shows the e+e� and µ+µ� acoplanarity distributions in data overlaid with the result of the fit to
the shapes from MC simulations for events satisfying all selection requirements. The results from the
best fit to the data for the electron channel are: Rexcl.

��!e+e� = 0.863 ± 0.070 (stat.) for the signal scaling
factor and Rs-diss.

��!e+e� = 0.759 ± 0.080 (stat.) for the single-dissociative scaling factor. Similarly, for the
muon channel the results are: Rexcl.

��!µ+µ� = 0.791 ± 0.041 (stat.) and Rs-diss.
��!µ+µ� = 0.762 ± 0.049 (stat.).
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A}er	
  pre-­‐selecPon,	
  addiPonal	
  requirements	
  are	
  needed	
  to	
  
select	
  exclusive	
  di-­‐lepton	
  events:	
  
•  Exclusivity	
  veto:	
  no	
  addiPonal	
  tracks	
  associated	
  with	
  the	
  

primary	
  vertex,	
  no	
  addiPonal	
  vertex	
  within	
  3	
  mm	
  Δzvtxiso	
  
•  Remove	
  Z-­‐boson	
  mass	
  window	
  70	
  GeV	
  <	
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  <	
  105	
  GeV	
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  1.5	
  GeV	
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  exclusive	
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  significant	
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  DY,	
  
single-­‐	
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  and	
  double-­‐
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•  Scale	
  factors	
  of	
  exclusive	
  (electrons:	
  0.863	
  ±	
  0.070	
  stat;	
  muons:	
  0.791	
  ±	
  0.041	
  stat)	
  and	
  

single-­‐diffracPve	
  events	
  (electrons:	
  0.759	
  ±	
  0.080	
  stat;	
  muons:	
  0.762	
  ±	
  0.049	
  stat)	
  
determined	
  by	
  binned	
  maximum-­‐likelihood	
  fit	
  of	
  the	
  acoplanarity	
  distribuPon,	
  double	
  
diffracPve	
  and	
  DY	
  scale	
  factors	
  fixed	
  to	
  the	
  MC	
  predicPon	
  in	
  the	
  fit	
  

Table 1: E↵ect of sequential selection requirements on the number of events selected in data, compared to the
number of predicted signal and background events for electron and muon channels. Predictions for exclusive and
single-dissociative event yields do not take into account proton absorptive corrections.

�� ! `+`� Z/�⇤ Multi- Z/�⇤ Di- Total
Selection Signal S-diss. D-diss. ! `+`� jet ! ⌧+⌧� tt̄ boson predicted Data

Electron channel (` = e)
Preselection 898 2096 2070 1 460 000 83 000 3760 4610 1950 1 560 000 1 572 271
Exclusivity veto 661 1480 470 3140 0 9 0 5 5780 5410
Z region removed 569 1276 380 600 0 8 0 3 2840 2586
p`+`�T < 1.5 GeV 438 414 80 100 0 2 0 0 1030 869

Muon channel (` = µ)
Preselection 1774 3964 4390 2 300 000 98 000 7610 6710 2870 2 420 000 2 422 745
Exclusivity veto 1313 2892 860 3960 3 8 0 6 9040 7940
Z region removed 1215 2618 760 1160 3 8 0 3 5760 4729
p`+`�T < 1.5 GeV 1174 1085 160 210 0 3 0 0 2630 2124
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Figure 2: (a) Di-electron and (b) di-muon acoplanarity distributions for the selected sample after exclusivity re-
quirements. Data are shown as points with statistical error bars. The stacked histograms, in top-to-bottom order,
represent the simulated exclusive signal, and the single-dissociative, double-dissociative and DY backgrounds. The
exclusive and single-dissociative yields are determined from the fit described in the text.

The central values and statistical uncertainties on Rexcl. are strongly correlated with the central values and
uncertainties on Rs-diss., respectively.

6 Systematic uncertainties and cross-checks

The di↵erent contributions to the systematic uncertainties are described below. The dominant sources of
systematic uncertainty for both the electron and muon channels are related to background modelling.

The uncertainty on the electron and muon selection includes uncertainties on the electron energy or muon
momentum scale and resolution, as well as uncertainties on the scale factors applied to the simulation

8

in quadrature for each analysis channel, including the uncertainty on the integrated luminosity. Control
distributions of the dilepton transverse momentum for events satisfying the selection criteria listed in
Table 1 are shown in Figure 3, with the exclusive and single-dissociative yields normalised according
to the fit results. Here an additional cut on the dilepton acoplanarity (1 � |��`+`� | /⇡ < 0.008) is used,
instead of the cut on total transverse momentum (p`

+`�
T < 1.5 GeV). The MC predictions for the shapes

of dilepton distributions are found to be in good agreement with the data.
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Figure 3: Control distributions of (a) the di-electron and (b) the di-muon transverse momentum for events passing
the exclusivity veto together with the other selection criteria described in Section 5, and passing a cut on the dilepton
acoplanarity (1 � |��`+`� | /⇡ < 0.008), instead of the total transverse momentum. Data are shown as points with
statistical error bars, while the histograms, in top-to-bottom order, represent the simulated exclusive signal, and
the single-dissociative, double-dissociative and DY backgrounds. Systematic uncertainties on the signal events
are shown by the black-hashed regions. The exclusive and single-dissociative yields are determined from the fit
described in the text.

7 Results and comparison to theory

The exclusive �� ! `+`� cross-sections reported in this article are restricted to the fiducial regions
defined in Table 3. The event selection results in an acceptance times e�ciency of 19% for the electron
channel and 32% for the muon channel. The fiducial cross-sections are given by the product of the
measured signal scale factors by the exclusive cross-sections predicted, in the fiducial region considered,
by the EPA calculation:

�excl.
��!`+`� = Rexcl.

��!`+`� · �EPA
��!`+`� .

For the e+e� channel,

Rexcl.
��!e+e� = 0.863 ± 0.070 (stat.) ± 0.037 (syst.) ± 0.015 (theor.) ,

�EPA
��!e+e� = 0.496 ± 0.008 (theor.) pb .

The theoretical uncertainties are fully correlated between Rexcl.
��!e+e� and �EPA

��!e+e� , and cancel each other
in the cross-section extraction procedure. They are related to the proton elastic form-factors (1.6%) and to
the higher-order electroweak corrections [63] not included in the calculations (0.7%). The proton form-
factor uncertainty is conservatively estimated by taking the full di↵erence between the calculations using

11

Table 3: Definition of the electron and muon channel fiducial regions for which the exclusive cross-sections are
evaluated.

Variable Electron channel Muon channel
p`T > 12 GeV > 10 GeV
|⌘` | < 2.4 < 2.4
m`+`� > 24 GeV > 20 GeV

the standard dipole form-factors and the improved model parameterisation including pQCD corrections
from Ref. [60]. The latter includes a fit uncertainty and the prediction furthest away from the dipole
form-factors is chosen.

Similarly, for the µ+µ� channel,

Rexcl.
��!µ+µ� = 0.791 ± 0.041 (stat.) ± 0.026 (syst.) ± 0.013 (theor.) ,

�EPA
��!µ+µ� = 0.794 ± 0.013 (theor.) pb .

The resulting fiducial cross-section for the electron channel is measured to be

�excl.
��!e+e� = 0.428 ± 0.035 (stat.) ± 0.018 (syst.) pb .

This value can be compared to the theoretical prediction, including absorptive corrections to account for
the finite size of the proton [10]:

�EPA, corr.
��!e+e� = 0.398 ± 0.007 (theor.) pb .

For the muon channel, the fiducial cross-section is measured to be

�excl.
��!µ+µ� = 0.628 ± 0.032 (stat.) ± 0.021 (syst.) pb ,

to be compared with [10]:
�EPA, corr.
��!µ+µ� = 0.638 ± 0.011 (theor.) pb .

The uncertainty of each prediction includes an additional 0.8% uncertainty related to the modelling of
proton absorptive corrections. It is evaluated by varying the e↵ective transverse size of the proton by 3%,
according to Ref. [64]. Figure 4 shows the ratios of the measured cross-sections to the EPA calculations
and to the prediction with the inclusion of absorptive corrections. The measurements are in agreement
with the predicted values corrected for proton absorptive e↵ects. The figure includes a similar CMS
cross-section measurement [18].

8 Conclusion

Using 4.6 fb�1 of data from pp collisions at a centre-of-mass energy of 7 TeV the fiducial cross-sections
for exclusive �� ! `+`� (` = e, µ) reactions have been measured with the ATLAS detector at the
LHC. Comparisons are made to the theory predictions based on EPA calculations, as included in the Her-
wig++ MC generator. The corresponding data-to-EPA signal ratios for the electron and muon channels

12
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•  Main	
  systemaPcs	
  from	
  background	
  modelling	
  
Table 2: Summary of systematic uncertainties on the exclusive cross-section measurement for the electron and
muon channels. The data statistical uncertainties are also given for comparison.

Uncertainty [%]
Source of uncertainty �� ! e+e� �� ! µ+µ�
Electron reconstruction
and identification e�ciency 1.9 -
Electron energy scale
and resolution 1.4 -
Electron trigger e�ciency 0.7 -
Muon reconstruction e�ciency - 0.2
Muon momentum scale
and resolution - 0.5
Muon trigger e�ciency - 0.6
Backgrounds 2.3 2.0
Template shapes 1.0 0.9
Pile-up description 0.5 0.5
Vertex isolation e�ciency 1.2 1.2
LHC beam e↵ects 0.5 0.5
QED FSR in DY e+e� 0.8 -
Luminosity 1.8 1.8
Total systematic uncertainty 4.3 3.3
Data statistical uncertainty 8.2 5.1

maximal). The relative variations between the data and simulations are found to be at most 1.2%, which
is taken as a systematic uncertainty.

The LHC beam energy uncertainty is evaluated to be 0.7%, following Ref. [62]. This a↵ects the exclusive
cross-sections by 0.4% and is considered as a systematic e↵ect. The impact of the non-zero crossing
angles of the LHC beams at the ATLAS interaction point is estimated by applying a relevant Lorentz
transformation to generator-level lepton kinematics for signal MC events. This results in a 0.3% variation
and is taken as a systematic uncertainty.

The e↵ect of QED FSR is predicted to be small (below 1%) in exclusive �� ! `+`� reactions [63].
However, as experimental corrections for electrons are derived from Z/�⇤ ! e+e� and W ! e⌫ processes
including significant QED FSR e↵ects, these corrections may not be directly applicable to the exclusive
dilepton signal MC events without QED FSR simulation. A possible bias in the electron e�ciencies
is studied by comparing DY e+e� MC events with and without QED FSR photons being emitted. The
observed di↵erence in the e�ciency to trigger, reconstruct and identify electron pairs is 0.8%, which is
taken as a systematic uncertainty.

Additional tests of the maximum-likelihood fit stability are performed by comparing di↵erent bin widths
and fit ranges. Starting from the nominal number of 30 bins in the fit range 0  1 � |��`+`� | /⇡  0.06,
variations of the bin width (0.002 ± 0.001) and fit range from [0, 0.03] to [0, 0.09] produce relative
changes of at most 0.9%. Since these variations are strongly correlated with the statistical uncertainties,
no additional systematic uncertainty is assigned in this case.

Table 2 summarises the contributions to the systematic uncertainty on the exclusive cross-sections from
the di↵erent sources. The total systematic uncertainty is formed by adding the individual contributions
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in quadrature for each analysis channel, including the uncertainty on the integrated luminosity. Control
distributions of the dilepton transverse momentum for events satisfying the selection criteria listed in
Table 1 are shown in Figure 3, with the exclusive and single-dissociative yields normalised according
to the fit results. Here an additional cut on the dilepton acoplanarity (1 � |��`+`� | /⇡ < 0.008) is used,
instead of the cut on total transverse momentum (p`

+`�
T < 1.5 GeV). The MC predictions for the shapes

of dilepton distributions are found to be in good agreement with the data.
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Figure 3: Control distributions of (a) the di-electron and (b) the di-muon transverse momentum for events passing
the exclusivity veto together with the other selection criteria described in Section 5, and passing a cut on the dilepton
acoplanarity (1 � |��`+`� | /⇡ < 0.008), instead of the total transverse momentum. Data are shown as points with
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described in the text.

7 Results and comparison to theory

The exclusive �� ! `+`� cross-sections reported in this article are restricted to the fiducial regions
defined in Table 3. The event selection results in an acceptance times e�ciency of 19% for the electron
channel and 32% for the muon channel. The fiducial cross-sections are given by the product of the
measured signal scale factors by the exclusive cross-sections predicted, in the fiducial region considered,
by the EPA calculation:
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��!e+e� , and cancel each other
in the cross-section extraction procedure. They are related to the proton elastic form-factors (1.6%) and to
the higher-order electroweak corrections [63] not included in the calculations (0.7%). The proton form-
factor uncertainty is conservatively estimated by taking the full di↵erence between the calculations using
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Figure 4: Comparison of the ratios of measured (red points) and predicted (solid green lines) cross-sections to the
uncorrected EPA calculations (black dashed line). Results for the muon and electron channels are also compared
with a similar CMS measurement [18]. The inner red error bar represents the statistical error, and the blue bar rep-
resents the total error on each measurement. The yellow band represents the theoretical uncertainty of 1.8% (1.7%)
on the predicted (uncorrected EPA) cross-sections, assumed to be uniform in the phase space of the measurements.

are consistent with the recent CMS measurement and indicate a suppression of the exclusive production
mechanism in data with respect to EPA prediction. The observed cross-sections are about 20% below the
nominal EPA prediction, and consistent with the suppression expected due to proton absorption contri-
butions. The MC predictions for the shapes of the dilepton kinematic distributions, including both the
exclusive signal and the background dominated by two-photon production of lepton pairs with single-
proton dissociation, are also found to be in good agreement with the data. With its improved statistical
precision compared to previous measurements, this analysis provides a better understanding of the phys-
ics of two-photon interactions at hadron colliders.
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Table 3: Definition of the electron and muon channel fiducial regions for which the exclusive cross-sections are
evaluated.

Variable Electron channel Muon channel
p`T > 12 GeV > 10 GeV
|⌘` | < 2.4 < 2.4
m`+`� > 24 GeV > 20 GeV

the standard dipole form-factors and the improved model parameterisation including pQCD corrections
from Ref. [60]. The latter includes a fit uncertainty and the prediction furthest away from the dipole
form-factors is chosen.

Similarly, for the µ+µ� channel,

Rexcl.
��!µ+µ� = 0.791 ± 0.041 (stat.) ± 0.026 (syst.) ± 0.013 (theor.) ,

�EPA
��!µ+µ� = 0.794 ± 0.013 (theor.) pb .

The resulting fiducial cross-section for the electron channel is measured to be

�excl.
��!e+e� = 0.428 ± 0.035 (stat.) ± 0.018 (syst.) pb .

This value can be compared to the theoretical prediction, including absorptive corrections to account for
the finite size of the proton [10]:

�EPA, corr.
��!e+e� = 0.398 ± 0.007 (theor.) pb .

For the muon channel, the fiducial cross-section is measured to be

�excl.
��!µ+µ� = 0.628 ± 0.032 (stat.) ± 0.021 (syst.) pb ,

to be compared with [10]:
�EPA, corr.
��!µ+µ� = 0.638 ± 0.011 (theor.) pb .

The uncertainty of each prediction includes an additional 0.8% uncertainty related to the modelling of
proton absorptive corrections. It is evaluated by varying the e↵ective transverse size of the proton by 3%,
according to Ref. [64]. Figure 4 shows the ratios of the measured cross-sections to the EPA calculations
and to the prediction with the inclusion of absorptive corrections. The measurements are in agreement
with the predicted values corrected for proton absorptive e↵ects. The figure includes a similar CMS
cross-section measurement [18].

8 Conclusion

Using 4.6 fb�1 of data from pp collisions at a centre-of-mass energy of 7 TeV the fiducial cross-sections
for exclusive �� ! `+`� (` = e, µ) reactions have been measured with the ATLAS detector at the
LHC. Comparisons are made to the theory predictions based on EPA calculations, as included in the Her-
wig++ MC generator. The corresponding data-to-EPA signal ratios for the electron and muon channels
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in quadrature for each analysis channel, including the uncertainty on the integrated luminosity. Control
distributions of the dilepton transverse momentum for events satisfying the selection criteria listed in
Table 1 are shown in Figure 3, with the exclusive and single-dissociative yields normalised according
to the fit results. Here an additional cut on the dilepton acoplanarity (1 � |��`+`� | /⇡ < 0.008) is used,
instead of the cut on total transverse momentum (p`

+`�
T < 1.5 GeV). The MC predictions for the shapes

of dilepton distributions are found to be in good agreement with the data.
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Figure 3: Control distributions of (a) the di-electron and (b) the di-muon transverse momentum for events passing
the exclusivity veto together with the other selection criteria described in Section 5, and passing a cut on the dilepton
acoplanarity (1 � |��`+`� | /⇡ < 0.008), instead of the total transverse momentum. Data are shown as points with
statistical error bars, while the histograms, in top-to-bottom order, represent the simulated exclusive signal, and
the single-dissociative, double-dissociative and DY backgrounds. Systematic uncertainties on the signal events
are shown by the black-hashed regions. The exclusive and single-dissociative yields are determined from the fit
described in the text.

7 Results and comparison to theory

The exclusive �� ! `+`� cross-sections reported in this article are restricted to the fiducial regions
defined in Table 3. The event selection results in an acceptance times e�ciency of 19% for the electron
channel and 32% for the muon channel. The fiducial cross-sections are given by the product of the
measured signal scale factors by the exclusive cross-sections predicted, in the fiducial region considered,
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��!e+e� , and cancel each other
in the cross-section extraction procedure. They are related to the proton elastic form-factors (1.6%) and to
the higher-order electroweak corrections [63] not included in the calculations (0.7%). The proton form-
factor uncertainty is conservatively estimated by taking the full di↵erence between the calculations using
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described in the text.
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evaluated.
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from Ref. [60]. The latter includes a fit uncertainty and the prediction furthest away from the dipole
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��!µ+µ� = 0.791 ± 0.041 (stat.) ± 0.026 (syst.) ± 0.013 (theor.) ,

�EPA
��!µ+µ� = 0.794 ± 0.013 (theor.) pb .

The resulting fiducial cross-section for the electron channel is measured to be

�excl.
��!e+e� = 0.428 ± 0.035 (stat.) ± 0.018 (syst.) pb .

This value can be compared to the theoretical prediction, including absorptive corrections to account for
the finite size of the proton [10]:

�EPA, corr.
��!e+e� = 0.398 ± 0.007 (theor.) pb .

For the muon channel, the fiducial cross-section is measured to be

�excl.
��!µ+µ� = 0.628 ± 0.032 (stat.) ± 0.021 (syst.) pb ,

to be compared with [10]:
�EPA, corr.
��!µ+µ� = 0.638 ± 0.011 (theor.) pb .

The uncertainty of each prediction includes an additional 0.8% uncertainty related to the modelling of
proton absorptive corrections. It is evaluated by varying the e↵ective transverse size of the proton by 3%,
according to Ref. [64]. Figure 4 shows the ratios of the measured cross-sections to the EPA calculations
and to the prediction with the inclusion of absorptive corrections. The measurements are in agreement
with the predicted values corrected for proton absorptive e↵ects. The figure includes a similar CMS
cross-section measurement [18].

8 Conclusion

Using 4.6 fb�1 of data from pp collisions at a centre-of-mass energy of 7 TeV the fiducial cross-sections
for exclusive �� ! `+`� (` = e, µ) reactions have been measured with the ATLAS detector at the
LHC. Comparisons are made to the theory predictions based on EPA calculations, as included in the Her-
wig++ MC generator. The corresponding data-to-EPA signal ratios for the electron and muon channels
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from Ref. [60]. The latter includes a fit uncertainty and the prediction furthest away from the dipole
form-factors is chosen.

Similarly, for the µ+µ� channel,

Rexcl.
��!µ+µ� = 0.791 ± 0.041 (stat.) ± 0.026 (syst.) ± 0.013 (theor.) ,

�EPA
��!µ+µ� = 0.794 ± 0.013 (theor.) pb .

The resulting fiducial cross-section for the electron channel is measured to be

�excl.
��!e+e� = 0.428 ± 0.035 (stat.) ± 0.018 (syst.) pb .

This value can be compared to the theoretical prediction, including absorptive corrections to account for
the finite size of the proton [10]:

�EPA, corr.
��!e+e� = 0.398 ± 0.007 (theor.) pb .

For the muon channel, the fiducial cross-section is measured to be

�excl.
��!µ+µ� = 0.628 ± 0.032 (stat.) ± 0.021 (syst.) pb ,

to be compared with [10]:
�EPA, corr.
��!µ+µ� = 0.638 ± 0.011 (theor.) pb .

The uncertainty of each prediction includes an additional 0.8% uncertainty related to the modelling of
proton absorptive corrections. It is evaluated by varying the e↵ective transverse size of the proton by 3%,
according to Ref. [64]. Figure 4 shows the ratios of the measured cross-sections to the EPA calculations
and to the prediction with the inclusion of absorptive corrections. The measurements are in agreement
with the predicted values corrected for proton absorptive e↵ects. The figure includes a similar CMS
cross-section measurement [18].

8 Conclusion

Using 4.6 fb�1 of data from pp collisions at a centre-of-mass energy of 7 TeV the fiducial cross-sections
for exclusive �� ! `+`� (` = e, µ) reactions have been measured with the ATLAS detector at the
LHC. Comparisons are made to the theory predictions based on EPA calculations, as included in the Her-
wig++ MC generator. The corresponding data-to-EPA signal ratios for the electron and muon channels
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to Pythia6 with the CTEQ6L1 PDF set, while s-channel and Wt single-top-quark backgrounds are simu-
lated using MC@NLO [53] interfaced to Herwig and Jimmywith the CT10 PDF set and AUET2 tune. The
underlying event AUET2B [44] tune is employed for the tt̄ and t-channel single-top-quark backgrounds.
A summary of the processes and simulation tools used in this paper are given in Table 1.

The same background samples are used for the exclusive Higgs boson search, except for Z+jets, which
is modeled with Alpgen interfaced to Herwig and Jimmy (Alpgen+Herwig) and top-quark background
whose contribution to the exclusive Higgs boson signal region is negligible. The CTEQ6L1 PDF set is
employed for the Alpgen+Herwig Z+jets samples. Two more sets of Z+jets samples, generated using
Powheg+Pythia8 and Sherpa with CT10 PDF set, are used for additional background studies.

All the background samples mentioned above are processed through a simulation of the ATLAS detec-
tor [54] based on GEANT4 [55]. The signal samples are processed through the fast detector simula-
tion program ATLFAST2 [56]. The e↵ect of the multiple pp collisions, which is referred to as pileup
throughout this paper, is also simulated by overlaying minimum-bias events generated using Pythia 8 and
corrected to agree with data.

Process MC Generator
Exclusive W+W� signal

�� ! W+W� ! `+⌫`0�⌫̄ (`, `0 = e, µ, ⌧) Herwig++
aQGC signal

�� ! W+W� ! `+⌫`0�⌫̄ with aW
0,C/⇤

2 , 0 FPMC
Exclusive Higgs boson signal

Exclusive gg! H ! W+W� ! `+⌫`0�⌫̄ FPMC

Exclusive dilepton
�� ! `+`� (` = e, µ, ⌧) Herwig++, LPAIR, Pythia8

Inclusive W+W�

W+W� ! `+⌫`0�⌫̄ (`, `0 = e, µ, ⌧) Powheg+Pythia8, gg2ww+Herwig
Inclusive gg! H ! W+W� ! `+⌫`0�⌫̄ Powheg+Pythia8
Vector-boson fusion W+W� ! `+⌫`0�⌫̄ Sherpa

Non-W+W� diboson (Other-VV diboson)
WZ, ZZ Powheg+Pythia8

Other background
W + jets Alpgen+Pythia6
Z + jets Alpgen+Pythia6, Alpgen+Herwig
tt̄, single top-quark, Wt Powheg+Pythia6, AcerMC+Pythia6, MC@NLO+Herwig

Table 1: A list of the simulated samples used for estimating the expected contributions to the exclusive W+W�
signal region and exclusive Higgs boson signal region. The exclusive W+W� production is treated as background
in the exclusive Higgs boson channel. Similarly, the exclusive Higgs boson production is a background to exclusive
W+W� signal.

4 Selection of leptons, jets, and charged particles

Selection criteria are applied to the data and simulated samples to identify events that have good quality
electron and muon candidates. Electron candidates are reconstructed from clusters of energy deposited
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Figure 1: Diagrams for the exclusive �� ! W+W� production representing the (a) elastic process, (b) single-
dissociation where one initial proton dissociates (SD) and (c) double-dissociation where both protons fragment
(DD). The symbols X and X0 denote any additional final state created.

or via quartic gauge coupling diagram, to create a W+W� pair. Figure 1 shows the exclusive production
of a W+W� pair, where the blobs represent the t-channel, u-channel, and quartic diagrams. After the col-
lisions, either both protons remain intact as shown in Fig. 1(a) (referred to as elastic hereafter), only one
proton remains intact as in Fig. 1(b) (single-dissociation, SD), or both protons dissociate as in Fig. 1(c)
(double-dissociation, DD). In all three cases the trajectories of the protons or their remnants deviate only
slightly from their initial directions so that they never enter the acceptance of the ATLAS detector. On the
other hand, inclusive processes are produced with accompanying activity such as initial- and final-state
radiation and additional scattering in the same pp collision. The accompanying activity is collectively
called the underlying event and emits particles into the acceptance of the ATLAS detector.

Photon scattering in hadron colliders can be described in quantum electrodynamics (QED) by the equivalent-
photon approximation (EPA) [5, 6]. In this framework the exclusive W+W� cross-section can be written
as

�EPA
pp(��)!ppW+W� =

"

f (x1) f (x2)���!W+W�(m2
��)dx1dx2, (1)

where f (xi), for i 2 {1, 2}, is the number of equivalent photons carrying a fraction of the proton’s energy,
xi, that are emitted, while m�� is the two-photon center-of-mass energy. This approach has been used to
describe similar exclusive processes in the CDF [7], STAR [8], and CMS [9, 10] experiments.

Exclusive W+W� pair production is particularly sensitive to new physics that may be described by anoma-
lous quartic gauge coupling (aQGC) of the form WW�� [4, 11]. The dimension-6 operators in Ref. [3] are
the lowest-dimension operators that give rise to anomalous WW�� couplings, aW

0 /⇤
2 and aW

C /⇤
2 where

⇤ is the scale of new physics. A procedure adopted by previous measurements [12–14] uses a dipole
form factor to preserve unitarity at high m��. The couplings aW

0 /⇤
2 and aW

C /⇤
2 then become:

aW
0,C/⇤

2 !
aW

0,C

⇤2
1

✓
1 + m2

��

⇤2
cuto↵

◆2 (2)

where ⇤cuto↵ defines the scale of possible new physics, and the term containing it ensures that unitarity is
preserved.

Anomalous triple gauge couplings (aTGCs) could also produce similar e↵ects but the sensitivity of this
study to aTGCs is not competitive compared with other processes [4], so these are taken to be zero.

3

More recent parameterizations of aQGCs are of dimension 8. The parameterization of the dimension-8
couplings, fM,0,1,2,3/⇤4, in Ref. [15] are linearly related to the aW

0,C/⇤
2 as follows:

fM,0

⇤4 =
aW

0

⇤2
1
g2⌫2
,

fM,1

⇤4 = �
aW

C

⇤2
1
g2⌫2
, (3)

where g = e/ sin(✓W) and ⌫ is the Higgs boson vacuum expectation value. Also, with this parameteriza-
tion, fM,2 = 2 ⇥ fM,0 and fM,3 = 2 ⇥ fM,1.

In addition to the discovery of the Higgs boson, several of its properties – such as mass, coupling strengths
to various final-state particles, and branching ratios of its decay – have been determined [1, 16] using
Higgs boson candidates from inclusive production. Higgs boson candidates from the exclusive produc-
tion (pp ! pggp ! pHp) would have lower systematic uncertainties due to their cleaner production
environment [17–20]. Since measurements using these Higgs boson candidates would have better preci-
sion, they could be used to improve knowledge of the Higgs boson sector. It is therefore interesting to
determine the cross-section for exclusive Higgs boson production and examine the feasibility of using
exclusive Higgs boson candidates for Higgs boson property measurements. This interest is reflected in
the inclusion of the exclusive Higgs boson process studies as part of the physics program of forward
proton-tagging detectors [21–23] that extend the ATLAS and CMS coverage for LHC runs at 13 TeV.

Unlike exclusive W+W� production, exclusive Higgs boson production proceeds through a quantum chro-
modynamics (QCD) process involving at least three gluons as shown in Fig. 2. Two gluons from the
colliding protons interact through a top-quark loop to produce a Higgs boson while additional gluon ex-
change between the colliding protons keeps the protons color-neutral and allows the protons to remain
intact after the collision. The proton trajectories deviate slightly after the collision. One W boson from
Higgs boson decays must be o↵ shell so the event selection for that study needs to be di↵erent than the
exclusive W+W� event selection, and the samples are largely orthogonal.

P1

P2

x1

x
0

1

x
0

2

x2

H
t

Figure 2: The lowest-order Feynman diagram for the exclusive Higgs boson production. The variables x1 and x2
are the fractions of the momenta carried by the gluons that contribute to the production of the Higgs boson, with
respect to the momenta of the protons P1 and P2. The variables x01, and x02, on the other hand, are the fractions of
the momentum carried by the exchanged third gluon with respect to the momenta of the protons P1 and P2.

The exclusive Higgs boson production cross-section can be written as [24]

�pp(gg)!ppH / �̂(gg! H)
 Z

dQ2
t

Q4
t

fg(x1, x
0
1,Q

2
t ) fg(x2, x

0
2,Q

2
t )
!2

(4)

where �̂(gg ! H) is the cross-section for the gluon fusion process that produces the Higgs boson. The
functions fg [25] are the generalized gluon densities for the finite proton size, that take into account the
impact parameter. The variables x1 and x2 are the fractions of the momenta carried by the gluons that
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  excluded,	
  very	
  Pght”	
  likelihood	
  

criteria	
  (efficiencies	
  from	
  60%	
  to	
  70%)	
  
•  Muon:	
  pT	
  >	
  10	
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Figure 3: E�ciency of the exclusivity selection, extracted from the exclusive Higgs boson signal simulation, is
plotted against the average number of interactions per beam crossing µ. The average is 20.7 for the current dataset.

6 Event selection

Events are required to satisfy at least one of the single- and dilepton triggers in Table 2. They are further
categorized into ee, µµ, and eµ final states. A combination of single-lepton and di↵erent-flavor dilepton
triggers is used to select the signal events, while the same-flavor dilepton triggers are used to select ee
and µµ events for validation and control regions.

For both the exclusive W+W� and Higgs boson channels, this analysis selects candidates consistent with
leptonic decays of W-boson pairs into oppositely charged di↵erent-flavor leptons. Additional kinematic
requirements reject background while retaining as much of the signal as possible. Exclusive W+W�

production is a large background in the exclusive Higgs boson search, while the exclusive Higgs boson
contribution to the exclusive W+W� signal is negligible. So the kinematic requirements for the two
channels di↵er slightly. Table 3 summarizes the selection criteria for both channels.

Trigger Lepton pT criteria [GeV ]
Single electron pe

T > 24
Single muon pµT > 24
Symmetric dielectron pe1

T > 12, pe2
T > 12

Asymmetric dimuon pµ1
T > 18, pµ2

T > 8
Electron-muon pe

T > 12, pµT > 8

Table 2: Single-lepton and dilepton triggers are used to select event candidates. Single-lepton triggers require either
of the leptons to satisfy the specified pT criterion, while dilepton triggers have two specific pT criteria.
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W+W� selection Higgs boson selection

Preselection

Oppositely charged eµ final states

p`1T > 25 GeV and p`2T > 20 GeV p`1T > 25 GeV and p`2T > 15 GeV

meµ > 20 GeV meµ > 10 GeV

peµ
T > 30 GeV

Exclusivity selection, �ziso
0

aQGC signal peµ
T > 120 GeV –

Spin-0 Higgs boson

– meµ < 55 GeV

– ��eµ < 1.8

– mT < 140 GeV

Table 3: Selection criteria for the two analysis channels.

Except for possible non-standard couplings, the exclusive production of W+W� and `+`� are similar.
Exclusive dilepton candidates are therefore used in both studies because elastic �� ! `+`� production
can be separated from SD and DD production using dilepton transverse momentum, p``T , and acoplanarity
(1 � |��``|/⇡) of the dilepton system, where ��`` is the dilepton azimuthal separation. The �� ! µ+µ�
candidates are used for these studies while �� ! e+e� candidates are used for cross-checks.

First, a measurement is made of the correction factor, fEL, defined as the ratio of observed elastic �� !
µ+µ� candidates to the Herwig++ prediction based on the EPA formalism. This factor is expected to
be lower than 1.0 due to the finite size e↵ects of the proton [66]. Alternative formulations give similar
results [67]. Candidates are required to have two muons with pµT > 20 GeV, invariant mass 45 < mµµ <
75 GeV or mµµ > 105 GeV and pass the exclusivity selection (�ziso

0 = 1 mm). The Drell-Yan Z/�⇤ ! µ+µ�
process is the dominant background while contributions from other backgrounds are negligible. The
elastic �� ! µ+µ� signal is enhanced by selecting the low-p``T region with an upper limit on p``T varied
between 3 GeV to 5 GeV to study systematic uncertainties.

The value of fEL is extracted from template fits in acoplanarity. Some of the contributing processes have
similar acoplanarity shapes; in particular the Drell-Yan and DD backgrounds are not distinguishable. Two
fitting strategies are pursued. The first template strategy attempts to distinguish three shapes: elastic, SD,
and combined DD plus background. The relative weighting of DD and background is varied to estimate
the associated systematic uncertainty. The second template strategy uses the elastic and combined SD
and DD shapes, with the background yield constrained to the simulation’s prediction. These two fitting
strategies give consistent results and are stable at the level of 10% under the variation of pµµT and �ziso

0
selections, the four di↵erent Drell-Yan generators, bin width, and fit range. These variations reflect mis-
modeling of pµµT and systematic uncertainties related to shape correlations and signal strength. The e↵ect
of these variations is much larger than the 3% combined e↵ect of the systematic uncertainties discussed
in Ref. [65], which can then be ignored. The best-fit value is fEL = 0.76 ± 0.04(stat.) ± 0.07(sys.), where
the systematic uncertainty covers the spread of fit values, and Fig. 4 shows the acoplanarity distribution
compared to SM expectation normalized by the factors determined in this fit. An additional uncertainty
of 10% related to pileup is discussed in the following paragraph. A similar study using �� ! e+e�

candidates yields a consistent correction factor but with lower precision; thus the final value for fEL is
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Figure 12: The peµ
T (left) and ��eµ (right) distributions in the exclusive W+W� signal region. The inclusive W+W�

estimate includes small contributions from other backgrounds (Drell-Yan, W+jets, and top-quark production).

10.1.1 �� ! W+W� cross-section

The full phase space cross-section predicted by Herwig++ is �Herwig++
��!W+W� = 41.6 fb. This number

is well defined but ⇠20% corrections similar to those for the EPA dilepton prediction are expected,
as discussed with Equation (6) above. The branching ratio of the W+W� pair decaying to e±µ⌥X is
BR(W+W� ! e±µ⌥X) = 3.23% [71] (including the leptonic decays of ⌧ leptons). Therefore, the pre-
dicted cross-section corrected for BR(W+W� ! e±µ⌥X) and including the dissociative contributions
through the normalization f� = 3.30 ± 0.23 becomes:

�Predicted
��!W+W�!e±µ⌥X = f� · �Herwig++

��!W+W� · BR(W+W� ! e±µ⌥X) = 4.4 ± 0.3 fb, (9)

which corresponds to the prediction of NPredicted = 9.3± 1.2 signal events, quoted in Table 8. The number
of candidates observed in the data is NData = 23, while the predicted background is NBackground = 8.3±2.6
events. So the observation exceeds the prediction by a ratio:

R = (NData � NBackground)/NPredicted = 1.57 ± 0.62. (10)

The uncertainty in R results from propagation of the uncertainties of each of the numbers that go into the
calculation. The uncertainty in the factor f� contributes 7%.

The measured cross-section is determined in the exclusive W+W� region and extrapolated to the full
W+W� ! e±µ⌥ + X phase space:

�Measured
��!W+W�!e±µ⌥X = (NData � NBackground)/(L ✏A) = 6.9 ± 2.2 (stat.) ± 1.4 (sys.) fb, (11)

where L = 20.2 ± 0.4 fb�1. The acceptance (A) is the ratio of the number of simulated events passing the
kinematic requirements in Table 3 to the total number of events generated. The e�ciencies (✏) account
for the detector e�ciencies due to lepton identification and reconstruction, triggering, and pileup. Both A
and ✏ are computed using the Herwig++ prediction for the elastic �� ! W+W� process. At the end of
the event selection, the acceptance is A = 0.280± 0.001 and the e�ciency, which includes the exclusivity
selection e�ciency, is ✏ = 0.37 ± 0.04.
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Figure 11: The peµ
T distribution before exclusivity, i.e., after requiring peµ

T > 30 GeV. The main backgrounds at this
stage are top-quark production, inclusive W+W� and Drell-Yan. In the Data/SM ratio plot, the color band illustrates
systematic uncertainties.

processes are the dominant backgrounds before exclusivity, while after requiring exclusivity their contri-
butions are less than 0.5 events. These two backgrounds along with W+jets are grouped together as other
background (Table 8). The inclusive W+W� estimate (described in Section 8.4) already includes these
three processes; thus the other background contribution after requiring exclusivity is not added to the to-
tal background. Non-W+W� (other-VV) diboson processes are also highly suppressed by the exclusivity
selection: they contribute 0.3±0.2 events. Di↵ractive W+W� production was considered as a background
and found to be insignificant. The expected signal yield is 9.3 ± 1.2 events, including the dissociative
contributions ( f� factor) discussed in Section 8.1. The total predicted background is 8.3 ± 2.6, while 23
candidates are observed in the data.

Figure 12 shows the peµ
T and ��eµ distributions after applying all selection criteria. The shapes of the sig-

nal and the inclusive W+W� distributions are similar. The remaining ⌧+⌧� background has an azimuthal
opening angle close to ��eµ ⇠ ⇡, i.e., the leptons are back-to-back. No further requirement is applied to
��eµ to reject this background, as the aQGC signal also has an enhancement for ��eµ ⇠ ⇡.

Expected Signal Data Total Bkg Incl W+W� Excl. ⌧⌧ Other-VV Other Bkg SM/Data ✏A (Signal)
Preselection 22.6 ± 1.9 99424 97877 11443 21.4 1385 85029 0.98 0.254
p``T > 30 GeV 17.6 ± 1.5 63329 63023 8072 4.30 896.3 54051 1.00 0.198
�ziso

0 requirement 9.3 ± 1.2 23 8.3 ± 2.6 6.6 ± 2.5 1.4 ± 0.3 0.3 ± 0.2 � 0.77 0.105 ± 0.012
aQGC signal region
p``T > 120 GeV 0.37 ± 0.04 1 0.37 ± 0.13 0.32 ± 0.12 0.05 ± 0.03 0 � 0.74 0.0042 ± 0.0005

Table 8: The event yield at di↵erent stages of the selection. The expected signal (�� ! W+W�) is compared to the
data and total background. The SM-to-data ratio (SM/Data) gives the level of agreement between prediction and
data. The product of e�ciency and acceptance (✏A) for the signal is computed from the �� ! W+W� ! e±µ⌥ MC
generator. The statistical and systematic uncertainties are added in quadrature. For the background, the uncertainties
are only shown for the yields after exclusivity selection, where they are relevant for the measurement.
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•  Exclusive	
   γγàW+W-­‐	
   measurement	
   is	
   staPsPcally	
  
dominated	
  (33%)	
  

•  Total	
   systemaPcs	
   ~21%	
   with	
   18%	
   arising	
   from	
  
background	
   determinaPon	
   (details	
   in	
   the	
  
reference,	
  many	
  control	
   regions	
  needed	
  to	
  probe	
  
elasPc	
  vs	
  dissociaPve,	
  mulPplicity,	
  inclusive	
  W+W-­‐)	
  

•  Total	
  uncertainty	
  39%	
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Source of uncertainty Uncertainty [%]
Statistics 33%
Background determination 18%
Exclusivity signal e�ciency 10%
All other < 5%
Total 39%

Table 7: Sources of uncertainty for the measured exclusive W+W� cross-section. All other includes other e�cien-
cies, acceptance, luminosity, and lepton scales and resolution.

9 Systematic uncertainties

The main sources of systematic uncertainty are related to the exclusivity selection and the background
determination. The uncertainty in the e�ciency of the exclusive signal selection contributes 10% to the
exclusive W+W� and Higgs boson signal yields, as estimated in Section 7 from the ratios of dimuon event
yields without extra tracks and those with exactly one extra track. The prediction of the exclusive W+W�

process uses the f� factor as described in Section 8.1 and thus carries the 7% uncertainty in f�. The
�� ! ⌧+⌧� background has an uncertainty of 14% that is propagated from the fEL factor. As described
in Section 7, the fEL uncertainty includes 10% related to the exclusive signal selection and another 10%
that results from acoplanarity fits. There is a 38% uncertainty in the inclusive W+W� background, as
discussed in Section 8.4. This 38% uncertainty contains a component from the ±20% uncertainty in
Drell-Yan background described in Section 8.2.

The contributions from these systematic uncertainties to the measured exclusive W+W� cross-section can
be found in Table 7. The overall background contribution is 18%, predominantly from uncertainty in
the extrapolation from the 1–4 track control region. In addition to the systematic uncertainty from the
exclusivity selection (10%), other systematic uncertainties (lepton selection e�ciencies and acceptance,
luminosity and lepton scales and resolution) contribute less than 5%. The statistical uncertainty dominates
the uncertainties in the cross-section.

10 Results

This paper presents three main results: the exclusive W+W� production cross-section, limits on possible
aQGCs, and a limit from a search for exclusive Higgs boson production. Each is summarized in the
following. The exclusive W+W� signal is the sum of elastic and single- and double-dissociative events
through the f� factor discussed in Section 8.1.

10.1 Standard Model exclusive W+W� production

Before the exclusivity selection, good agreement between data and background prediction is observed. In
the eµ final state, the overall event yield agrees to within 2% and after requiring peµ

T > 30 GeV it agrees
to within 0.5%. The peµ

T distribution before the exclusivity requirement is shown in Fig. 11.

The numbers of candidates at various stages of the analysis are listed in Table 8 and the uncertainties
quoted include both the statistical and systematic uncertainties. Top-quark and Drell-Yan Z/�⇤ ! ⌧+⌧�
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T distribution before exclusivity, i.e., after requiring peµ

T > 30 GeV. The main backgrounds at this
stage are top-quark production, inclusive W+W� and Drell-Yan. In the Data/SM ratio plot, the color band illustrates
systematic uncertainties.

processes are the dominant backgrounds before exclusivity, while after requiring exclusivity their contri-
butions are less than 0.5 events. These two backgrounds along with W+jets are grouped together as other
background (Table 8). The inclusive W+W� estimate (described in Section 8.4) already includes these
three processes; thus the other background contribution after requiring exclusivity is not added to the to-
tal background. Non-W+W� (other-VV) diboson processes are also highly suppressed by the exclusivity
selection: they contribute 0.3±0.2 events. Di↵ractive W+W� production was considered as a background
and found to be insignificant. The expected signal yield is 9.3 ± 1.2 events, including the dissociative
contributions ( f� factor) discussed in Section 8.1. The total predicted background is 8.3 ± 2.6, while 23
candidates are observed in the data.

Figure 12 shows the peµ
T and ��eµ distributions after applying all selection criteria. The shapes of the sig-

nal and the inclusive W+W� distributions are similar. The remaining ⌧+⌧� background has an azimuthal
opening angle close to ��eµ ⇠ ⇡, i.e., the leptons are back-to-back. No further requirement is applied to
��eµ to reject this background, as the aQGC signal also has an enhancement for ��eµ ⇠ ⇡.

Expected Signal Data Total Bkg Incl W+W� Excl. ⌧⌧ Other-VV Other Bkg SM/Data ✏A (Signal)
Preselection 22.6 ± 1.9 99424 97877 11443 21.4 1385 85029 0.98 0.254
p``T > 30 GeV 17.6 ± 1.5 63329 63023 8072 4.30 896.3 54051 1.00 0.198
�ziso

0 requirement 9.3 ± 1.2 23 8.3 ± 2.6 6.6 ± 2.5 1.4 ± 0.3 0.3 ± 0.2 � 0.77 0.105 ± 0.012
aQGC signal region
p``T > 120 GeV 0.37 ± 0.04 1 0.37 ± 0.13 0.32 ± 0.12 0.05 ± 0.03 0 � 0.74 0.0042 ± 0.0005

Table 8: The event yield at di↵erent stages of the selection. The expected signal (�� ! W+W�) is compared to the
data and total background. The SM-to-data ratio (SM/Data) gives the level of agreement between prediction and
data. The product of e�ciency and acceptance (✏A) for the signal is computed from the �� ! W+W� ! e±µ⌥ MC
generator. The statistical and systematic uncertainties are added in quadrature. For the background, the uncertainties
are only shown for the yields after exclusivity selection, where they are relevant for the measurement.
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•  The	
   predicted	
   cross-­‐secPon	
   corrected	
   for	
   BR(W+W−	
   →	
   e±μ∓X)	
   =	
   3.23%	
   and	
   including	
   the	
  
dissociaPve	
  contribuPons	
  through	
  the	
  normalizaPon	
  fγ	
  =	
  3.30	
  ±	
  0.23	
  becomes:	
  

•  which	
   corresponds	
   to	
   the	
   predicPon	
   of	
  NPredicted	
   =	
   9.3	
   ±	
   1.2	
   signal	
   event.	
   The	
   number	
   of	
  
candidates	
  observed	
  in	
  the	
  data	
  is	
  NData	
  =	
  23,	
  while	
  the	
  predicted	
  background	
  is	
  NBackground	
  =	
  
8.3	
  ±	
  2.6	
  events.	
  So	
  the	
  observaPon	
  exceeds	
  the	
  predicPon	
  by	
  a	
  raPo:	
  	
  

	
  
•  The	
  background-­‐only	
  hypothesis	
  has	
  a	
  p-­‐value	
  about	
  0.0012,	
  corresponding	
  to	
  a	
  significance	
  

of	
  3.0σ.	
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Figure 12: The peµ
T (left) and ��eµ (right) distributions in the exclusive W+W� signal region. The inclusive W+W�

estimate includes small contributions from other backgrounds (Drell-Yan, W+jets, and top-quark production).

10.1.1 �� ! W+W� cross-section

The full phase space cross-section predicted by Herwig++ is �Herwig++
��!W+W� = 41.6 fb. This number

is well defined but ⇠20% corrections similar to those for the EPA dilepton prediction are expected,
as discussed with Equation (6) above. The branching ratio of the W+W� pair decaying to e±µ⌥X is
BR(W+W� ! e±µ⌥X) = 3.23% [71] (including the leptonic decays of ⌧ leptons). Therefore, the pre-
dicted cross-section corrected for BR(W+W� ! e±µ⌥X) and including the dissociative contributions
through the normalization f� = 3.30 ± 0.23 becomes:

�Predicted
��!W+W�!e±µ⌥X = f� · �Herwig++

��!W+W� · BR(W+W� ! e±µ⌥X) = 4.4 ± 0.3 fb, (9)

which corresponds to the prediction of NPredicted = 9.3± 1.2 signal events, quoted in Table 8. The number
of candidates observed in the data is NData = 23, while the predicted background is NBackground = 8.3±2.6
events. So the observation exceeds the prediction by a ratio:

R = (NData � NBackground)/NPredicted = 1.57 ± 0.62. (10)

The uncertainty in R results from propagation of the uncertainties of each of the numbers that go into the
calculation. The uncertainty in the factor f� contributes 7%.

The measured cross-section is determined in the exclusive W+W� region and extrapolated to the full
W+W� ! e±µ⌥ + X phase space:

�Measured
��!W+W�!e±µ⌥X = (NData � NBackground)/(L ✏A) = 6.9 ± 2.2 (stat.) ± 1.4 (sys.) fb, (11)

where L = 20.2 ± 0.4 fb�1. The acceptance (A) is the ratio of the number of simulated events passing the
kinematic requirements in Table 3 to the total number of events generated. The e�ciencies (✏) account
for the detector e�ciencies due to lepton identification and reconstruction, triggering, and pileup. Both A
and ✏ are computed using the Herwig++ prediction for the elastic �� ! W+W� process. At the end of
the event selection, the acceptance is A = 0.280± 0.001 and the e�ciency, which includes the exclusivity
selection e�ciency, is ✏ = 0.37 ± 0.04.
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10.1.1 �� ! W+W� cross-section

The full phase space cross-section predicted by Herwig++ is �Herwig++
��!W+W� = 41.6 fb. This number

is well defined but ⇠20% corrections similar to those for the EPA dilepton prediction are expected,
as discussed with Equation (6) above. The branching ratio of the W+W� pair decaying to e±µ⌥X is
BR(W+W� ! e±µ⌥X) = 3.23% [71] (including the leptonic decays of ⌧ leptons). Therefore, the pre-
dicted cross-section corrected for BR(W+W� ! e±µ⌥X) and including the dissociative contributions
through the normalization f� = 3.30 ± 0.23 becomes:

�Predicted
��!W+W�!e±µ⌥X = f� · �Herwig++

��!W+W� · BR(W+W� ! e±µ⌥X) = 4.4 ± 0.3 fb, (9)

which corresponds to the prediction of NPredicted = 9.3± 1.2 signal events, quoted in Table 8. The number
of candidates observed in the data is NData = 23, while the predicted background is NBackground = 8.3±2.6
events. So the observation exceeds the prediction by a ratio:

R = (NData � NBackground)/NPredicted = 1.57 ± 0.62. (10)

The uncertainty in R results from propagation of the uncertainties of each of the numbers that go into the
calculation. The uncertainty in the factor f� contributes 7%.

The measured cross-section is determined in the exclusive W+W� region and extrapolated to the full
W+W� ! e±µ⌥ + X phase space:

�Measured
��!W+W�!e±µ⌥X = (NData � NBackground)/(L ✏A) = 6.9 ± 2.2 (stat.) ± 1.4 (sys.) fb, (11)

where L = 20.2 ± 0.4 fb�1. The acceptance (A) is the ratio of the number of simulated events passing the
kinematic requirements in Table 3 to the total number of events generated. The e�ciencies (✏) account
for the detector e�ciencies due to lepton identification and reconstruction, triggering, and pileup. Both A
and ✏ are computed using the Herwig++ prediction for the elastic �� ! W+W� process. At the end of
the event selection, the acceptance is A = 0.280± 0.001 and the e�ciency, which includes the exclusivity
selection e�ciency, is ✏ = 0.37 ± 0.04.
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10.1.1 �� ! W+W� cross-section

The full phase space cross-section predicted by Herwig++ is �Herwig++
��!W+W� = 41.6 fb. This number

is well defined but ⇠20% corrections similar to those for the EPA dilepton prediction are expected,
as discussed with Equation (6) above. The branching ratio of the W+W� pair decaying to e±µ⌥X is
BR(W+W� ! e±µ⌥X) = 3.23% [71] (including the leptonic decays of ⌧ leptons). Therefore, the pre-
dicted cross-section corrected for BR(W+W� ! e±µ⌥X) and including the dissociative contributions
through the normalization f� = 3.30 ± 0.23 becomes:

�Predicted
��!W+W�!e±µ⌥X = f� · �Herwig++

��!W+W� · BR(W+W� ! e±µ⌥X) = 4.4 ± 0.3 fb, (9)

which corresponds to the prediction of NPredicted = 9.3± 1.2 signal events, quoted in Table 8. The number
of candidates observed in the data is NData = 23, while the predicted background is NBackground = 8.3±2.6
events. So the observation exceeds the prediction by a ratio:

R = (NData � NBackground)/NPredicted = 1.57 ± 0.62. (10)

The uncertainty in R results from propagation of the uncertainties of each of the numbers that go into the
calculation. The uncertainty in the factor f� contributes 7%.

The measured cross-section is determined in the exclusive W+W� region and extrapolated to the full
W+W� ! e±µ⌥ + X phase space:

�Measured
��!W+W�!e±µ⌥X = (NData � NBackground)/(L ✏A) = 6.9 ± 2.2 (stat.) ± 1.4 (sys.) fb, (11)

where L = 20.2 ± 0.4 fb�1. The acceptance (A) is the ratio of the number of simulated events passing the
kinematic requirements in Table 3 to the total number of events generated. The e�ciencies (✏) account
for the detector e�ciencies due to lepton identification and reconstruction, triggering, and pileup. Both A
and ✏ are computed using the Herwig++ prediction for the elastic �� ! W+W� process. At the end of
the event selection, the acceptance is A = 0.280± 0.001 and the e�ciency, which includes the exclusivity
selection e�ciency, is ✏ = 0.37 ± 0.04.
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Figure 13: The peµ
T distribution for data compared to the SM prediction for events satisfying all the exclusive W+W�

selection requirements apart from the one on peµ
T itself. Also shown are various predictions for aQGC parameters

aW
0,C .

The e�ciency of the exclusivity selection is 0.58 ± 0.06. The elastic, SD, and DD predicted acceptances
can be compared using �� ! µ+µ� events with mµµ > 160 GeV, and they are found to be the same within
3%. Therefore, the measurement of the cross-section can be performed with the acceptances for elastic
�� ! W+W� events. The products of acceptance and e�ciencies (✏A) at di↵erent stages of the event
selection are given in Table 8.

The sources of uncertainty are given in Table 7. The statistical uncertainty dominates. The contribution
from intermediate ⌧ leptons to the accepted signal MC is determined using the Herwig++ generator to be
9.1%. The background-only hypothesis has a p-value about 0.0012, corresponding to a significance of
3.0�.

10.1.2 Limits on anomalous Quartic Gauge Couplings

The aQGC limit setting was performed using the region peµ
T > 120 GeV where the aQGC contributions

are expected to be important and Standard Model backgrounds are suppressed. The peµ
T distribution is

shown in Fig. 13 for data compared to the Standard Model prediction and various aQGC scenarios. The
aQGCs enhance the exclusive signal at high peµ

T , while the background is negligible with peµ
T > 80 GeV.

The 95% CL limits on the couplings aW
0 /⇤

2 and aW
C /⇤

2 are extracted with a likelihood test using the one
observed data event as a constraint.

To extract one-dimensional (1D) limits, one of the aQGCs is set to zero. The 95% CL allowed ranges for
the cases with a dipole form factor defined in Equation (2) with ⇤cuto↵ = 500 GeV and without a form
factor (⇤cuto↵ ! 1) are listed in Table 9. The uncertainties in the yields are included in the likelihood
test as nuisance parameters. Also, limits on the two aQGC parameters are shown in Fig. 14 for the case
with a dipole form factor with ⇤cuto↵ = 500 GeV. The region outside the contour is ruled out at 95%
confidence-level. The limits are comparable to the CMS combined 7 and 8 TeV results [14].

The 95% CL limits on the dimension-8 fM,0,1,2,3/⇤4 couplings are given in Table 10 for the cases with
and without a form factor. They are derived from the aW

0,C/⇤
2 couplings using Equation (3).
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Coupling ⇤cuto↵ Observed allowed range [GeV �2] Expected allowed range [GeV �2]
aW

0 /⇤
2 500 GeV [�0.96 ⇥ 10�4, 0.93 ⇥ 10�4] [�0.90 ⇥ 10�4, 0.87 ⇥ 10�4]

aW
C /⇤

2 500 GeV [�3.5 ⇥ 10�4, 3.3 ⇥ 10�4] [�3.3 ⇥ 10�4, 3.1 ⇥ 10�4]
aW

0 /⇤
2 1 [�1.7 ⇥ 10�6, 1.7 ⇥ 10�6] [�1.5 ⇥ 10�6, 1.6 ⇥ 10�6]

aW
C /⇤

2 1 [�6.4 ⇥ 10�6, 6.3 ⇥ 10�6] [�5.9 ⇥ 10�6, 5.8 ⇥ 10�6]

Table 9: The observed allowed ranges for aW
0 /⇤

2 and aW
C /⇤

2, for dipole form factor with ⇤cuto↵ = 500 GeV and
without form factor (⇤cuto↵ ! 1). The regions outside the quoted ranges are excluded at 95% confidence-level.

Coupling ⇤cuto↵ Observed allowed range [GeV�4] Expected allowed range [GeV�4]
fM,0/⇤4 500 GeV [�3.7 ⇥ 10�9, 3.6 ⇥ 10�9] [�3.5 ⇥ 10�9, 3.4 ⇥ 10�9]
fM,1/⇤4 500 GeV [�13 ⇥ 10�9, 14 ⇥ 10�9] [�12 ⇥ 10�9, 13 ⇥ 10�9]
fM,0/⇤4 1 [�6.6 ⇥ 10�11, 6.6 ⇥ 10�11] [�5.8 ⇥ 10�11, 6.2 ⇥ 10�11]
fM,1/⇤4 1 [�24 ⇥ 10�11, 25 ⇥ 10�11] [�23 ⇥ 10�11, 23 ⇥ 10�11]

Table 10: The allowed ranges for dimension-8 couplings values derived from the aW
0 and aW

C parameters, for a
dipole form factor with ⇤cuto↵ = 500 GeV and without form factor. The regions outside the quoted ranges are
excluded at 95% confidence-level. The limits on fM,2,3/⇤4 can be determined using the relations: fM,2 = 2 ⇥ fM,0
and fM,3 = 2 ⇥ fM,1.
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Figure 14: The observed log-likelihood 95% confidence-level contour and 1D limits for the case with a dipole form
factor with ⇤cuto↵ = 500 GeV. The CMS combined 7 and 8 TeV result [14] is shown for comparison.
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+2� [pb] +1� [pb] Expected [pb] �1� [pb] �2� [pb] Observed [pb]
1.6 1.0 0.7 0.5 0.4 1.2

Table 12: Upper limits on �H [pb] at 95% CL. The ±1� and ±2� uncertainties quoted here are on the expected
upper limit.

sponds to 20.2 fb�1 of LHC pp collisions at
p

s = 8 TeV collected with the ATLAS detector. A
track-based technique for selecting exclusive candidates was developed and validated in the µ+µ� fi-
nal state, resulting in a ratio of data to the EPA prediction for the exclusive �� ! `+`� process of
fEL = 0.76 ± 0.04(stat.) ± 0.10(sys.) in agreement with previous ATLAS measurements at

p
s = 7 TeV.

For exclusive W+W� production, the cross-section is determined to be �(�� ! W+W� ! e±µ⌥X) =
6.9 ± 2.2(stat.) ± 1.4(sys.) fb from 23 observed candidates with 8.3 ± 2.6 predicted background events.
While evidence of SM exclusive W+W� production is at the 3.0� level, no evidence for an excess was
seen in the kinematic region that would be enhanced by anomalous quartic gauge couplings. Rather,
independent limits are placed on anomalous quartic gauge couplings that are more stringent than earlier
published results from the OPAL, D0, and CMS experiments. Six candidates consistent with exclusive
Higgs boson production are observed in the data, with an expected SM background of 3.0 ± 0.8 events.
This result corresponds to an upper limit at 95% CL on the total production cross-section of the exclusive
Higgs boson of 1.2 pb, whereas the expected limit is 0.7 pb.
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•  Limits	
  were	
  also	
  set	
  on	
  the	
  aQGC	
  
•  No	
  evidence	
  seen	
  

•  6	
   candidates	
   consistent	
   with	
  
exclusive	
   Higgs	
   boson	
   observed	
   in	
  
the	
   data,	
   expected	
   SM	
   background	
  
3.0	
  ±	
  0.8	
  events.	
  Upper	
  limit	
  at	
  95%	
  
CL	
   on	
   the	
   total	
   producPon	
   cross-­‐
secPon	
   of	
   1.2	
   pb,	
   whereas	
   the	
  
expected	
  limit	
  is	
  0.7	
  pb	
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Figure 12: The peµ
T (left) and ��eµ (right) distributions in the exclusive W+W� signal region. The inclusive W+W�

estimate includes small contributions from other backgrounds (Drell-Yan, W+jets, and top-quark production).

10.1.1 �� ! W+W� cross-section

The full phase space cross-section predicted by Herwig++ is �Herwig++
��!W+W� = 41.6 fb. This number

is well defined but ⇠20% corrections similar to those for the EPA dilepton prediction are expected,
as discussed with Equation (6) above. The branching ratio of the W+W� pair decaying to e±µ⌥X is
BR(W+W� ! e±µ⌥X) = 3.23% [71] (including the leptonic decays of ⌧ leptons). Therefore, the pre-
dicted cross-section corrected for BR(W+W� ! e±µ⌥X) and including the dissociative contributions
through the normalization f� = 3.30 ± 0.23 becomes:

�Predicted
��!W+W�!e±µ⌥X = f� · �Herwig++

��!W+W� · BR(W+W� ! e±µ⌥X) = 4.4 ± 0.3 fb, (9)

which corresponds to the prediction of NPredicted = 9.3± 1.2 signal events, quoted in Table 8. The number
of candidates observed in the data is NData = 23, while the predicted background is NBackground = 8.3±2.6
events. So the observation exceeds the prediction by a ratio:

R = (NData � NBackground)/NPredicted = 1.57 ± 0.62. (10)

The uncertainty in R results from propagation of the uncertainties of each of the numbers that go into the
calculation. The uncertainty in the factor f� contributes 7%.

The measured cross-section is determined in the exclusive W+W� region and extrapolated to the full
W+W� ! e±µ⌥ + X phase space:

�Measured
��!W+W�!e±µ⌥X = (NData � NBackground)/(L ✏A) = 6.9 ± 2.2 (stat.) ± 1.4 (sys.) fb, (11)

where L = 20.2 ± 0.4 fb�1. The acceptance (A) is the ratio of the number of simulated events passing the
kinematic requirements in Table 3 to the total number of events generated. The e�ciencies (✏) account
for the detector e�ciencies due to lepton identification and reconstruction, triggering, and pileup. Both A
and ✏ are computed using the Herwig++ prediction for the elastic �� ! W+W� process. At the end of
the event selection, the acceptance is A = 0.280± 0.001 and the e�ciency, which includes the exclusivity
selection e�ciency, is ✏ = 0.37 ± 0.04.

22

L =	
  20.2	
  ±	
  0.4	
  ?−1	
  	
  
ε	
  =	
  0.37	
  ±	
  0.04	
  	
  

A	
  =	
  0.280	
  ±	
  0.001	
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ATLAS:	
  efficient	
  detector	
  to	
  study	
  parEcle	
  producEon	
  and	
  exclusive	
  producEon	
  
•  Minimum	
  Bias	
  Studies:	
  

•  Track-­‐based	
  analysis	
  
•  Main	
  systemaPc	
  uncertainPes	
  from	
  Inner	
  Detector	
  material	
  esPmate	
  

•  Charged	
  ParEcle	
  MulEpliciEes	
  @	
  13	
  TeV	
  	
  
•  Nominal:	
  	
  	
  	
  pT	
  >	
  500	
  MeV,	
  |η|<	
  2.5	
  
•  Reduced:	
  	
  	
  pT	
  >	
  500	
  MeV,	
  |η|<	
  0.8	
  	
  
•  Extended:	
  	
  pT	
  >	
  100	
  MeV,	
  |η|<	
  2.5	
  	
  

•  Charged	
  ParEcle	
  MulEpliciEes	
  @	
  8	
  TeV	
  	
  
•  Many	
  phase	
  spaces	
  invesPgated	
  

•  Reduced	
  systemaPcs	
  with	
  respect	
  to	
  the	
  7	
  TeV	
  measurements	
  
•  High	
  mulPplicity	
  region	
  (nch>20,50)	
  studied	
  extensively	
  for	
  the	
  first	
  Pme	
  

•  In	
  general,	
  best	
  predicEons	
  given	
  by	
  EPOS-­‐LHC	
  

•  Bose-­‐Einstein	
  CorrelaEon	
  at	
  0.9	
  and	
  7	
  TeV	
  pp	
  collisions:	
  
•  BEC	
  studied	
  as	
  a	
  funcEon	
  of	
  mulEplicity	
  and	
  transverse	
  momentum	
  

•  Exclusive	
  di-­‐lepton	
  producEon	
  at	
  7	
  TeV:	
  
•  ObservaEon	
  consistent	
  with	
  SM,	
  improved	
  sensiEvity	
  wrt	
  previous	
  measurements	
  
	
  

•  Exclusive	
  W+W-­‐	
  producEon	
  at	
  8	
  TeV:	
  
•  ObservaEon	
  consistent	
  with	
  SM,	
  no	
  evidence	
  of	
  aQGC	
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Figure 18: Min-bias pp collisions at 7 TeV. Charged-multiplicity and p? distributions, with standard
(top row) and soft (bottom row) fiducial cuts, compared to ATLAS data [91].
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•  Hadron-­‐hadron	
  interacPons	
  described	
  by	
  a	
  model	
  that	
  splits	
  the	
  total	
  inelasPc	
  cross	
  secPon	
  
into	
  non-­‐diffracEve	
  (ND)	
  and	
  diffracPve	
  processes:	
  	
  
•  Non-­‐diffracPve	
  part	
  dominated	
  by	
  t-­‐channel	
  gluon	
  exchange	
  (simulaPon	
  includes	
  MPIs)	
  
•  DiffracPve	
  part	
  involves	
  a	
  color-­‐singlet	
  exchange	
  (further	
  divided	
  into	
  single-­‐diffracEve	
  

(SD)	
  and	
  double-­‐diffracEve	
  (DD)	
  dissociaPon)	
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•  Tunes	
  used	
  in	
  the	
  latest	
  measurements:	
  
	
  

•  A2	
  (MSTW2008	
  LO	
  PDF)	
  
•  Using	
  7	
  TeV	
  ATLAS	
  measurements	
  of	
  MB	
  plus	
  leading	
  track	
  	
  
	
  	
  	
  	
  	
  	
  and	
  cluster	
  UE	
  
•  Specific	
  Minimum	
  Bias	
  Tune	
  (A2)	
  
•  Specific	
  Underlying	
  event	
  tune	
  (AU2)	
  	
  
	
  
	
  

•  Monash	
  (NNPDF2.3	
  LO	
  PDF)	
  
•  Updated	
  fragmentaPon	
  parameters,	
  minimum-­‐bias,	
  Drell-­‐Yan	
  	
  
	
  	
  	
  	
  	
  	
  	
  and	
  underlying-­‐event	
  data	
  from	
  the	
  LHC	
  to	
  constrain	
  ISR	
  and	
  	
  
	
  	
  	
  	
  	
  	
  	
  MPI	
  parameters.	
  SPS	
  and	
  Tevatron	
  data	
  to	
  constrain	
  the	
  	
  
	
  	
  	
  	
  	
  	
  	
  energy	
  scaling.	
  	
  
•  Excellent	
  descripPon	
  of	
  7	
  TeV	
  MB	
  pT	
  spectrum.	
  	
   hkps://arxiv.org/pdf/1404.5630v1.pdf	
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•  The	
  Λ	
  hyperons	
  are	
  spin-­‐1/2	
  parPcles	
  and	
  their	
  polarizaPon	
  is	
  characterized	
  by	
  a	
  polarizaPon	
  
vector	
  P.	
  Its	
  component,	
  P,	
  transverse	
  to	
  the	
  Λ	
  momentum	
  is	
  of	
  interest	
  since	
  for	
  hyperons	
  
produced	
  via	
  the	
  strong	
  interacPon	
  parity	
  conservaPon	
  requires	
  that	
  the	
  parallel	
  component	
  
is	
  zero	
  	
  

•  Huge	
  Λ	
   sample	
   allows	
   to	
   measure	
  Λ	
   polarisaPon	
   P	
   by	
   measuring	
   the	
   decay	
   angle	
   cosθ* 	
  
between	
  the	
  decay	
  proton	
  and	
  Λ	
  flight	
  direcPons	
  	
  

•  P(Λ)	
  =	
  (1	
  +	
  αP	
  cosθ*);	
  Decay	
  asymmetry	
  :	
  α	
  =	
  0.642	
  ±	
  0.013	
  	
  
•  Results:	
  	
  

•  P(Λ)	
  =	
  −0.010	
  ±	
  0.005(stat)	
  ±	
  0.004(syst)	
  	
  
•  P(Λ)	
  =	
  	
  	
  0.002	
  ±	
  0.006	
  (stat)	
  ±	
  0.004(syst)	
  

•  Consistent	
  to	
  previous	
  measurement	
  which	
  expect	
  a	
  degradaPon	
  of	
  the	
  Λ	
  polarisaPon	
  at	
  
high	
  energy	
  	
  

	
  

arXiv:1502.07947	
  

Λ	
  transverse	
  polarizaPon	
  

xF=pz/pbeam,	
  with	
  pz	
  z-­‐component	
  of	
  the	
  
Λ	
  momentum	
  and	
  pbeam	
  =	
  3.5	
  TeV	
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•  Transverse	
  momentum	
  dependence	
  

•  The	
  decrease	
  of	
  λ	
  with	
  kT	
  is	
  nearly	
  independent	
  of	
  mulPplicity	
  for	
  nch	
  >	
  9	
  and	
  the	
  
same	
  as	
  for	
  the	
  inclusive	
  case.	
  	
  

•  For	
  nch	
  ≤	
  9	
  no	
  conclusions	
  can	
  be	
  drawn	
  due	
  to	
  the	
  large	
  uncertainPes.	
  	
  
•  The	
   R-­‐parameter	
   decreases	
   with	
   kT	
   and	
   exhibits	
   an	
   increase	
   with	
   increasing	
  

mulPplicity	
  as	
  was	
  observed	
  for	
  the	
  fully	
  inclusive	
  case.	
  	
  

arXiv:1502.07947	
  

12 The ATLAS Collaboration: Two-particle Bose–Einstein correlations
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Fig. 5. The kT dependence of the fitted parameters (a) λ and (b) R obtained from the exponential fit to two-particle double-
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√
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is defined as kT = |pT,1 + pT,2|/2. The solid, dashed and dash-dotted curves are results of the exponential fits for 0.9 TeV,
7 TeV and 7 TeV high-multiplicity data, respectively. The results are compared to the corresponding measurements by the E735
experiment at the Tevatron [80], and by the STAR experiment at RHIC [81]. The error bars represent the quadratic sum of the
statistical and systematic uncertainties.
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•  Di-­‐lepton	
  acoplanarity	
   is	
   used	
   in	
   this	
  measurement	
  of	
   exclusive	
  W+W-­‐	
   to	
  determine	
  elasPc	
  
process	
   scale	
   factors,	
   as	
   	
   it	
   was	
   done	
   for	
   exclusive	
   di-­‐lepton	
   producPon	
   (similar	
   process,	
  
except	
   for	
  aQGCs)	
   fEL	
  =	
  0.76	
  ±	
  0.04(stat.)	
  ±	
  0.10(sys.)	
   (compaPble	
  with	
  that	
  measure	
   in	
   the	
  
exclusive	
  di-­‐lepton	
  case)	
  

arXiv:1607.03745	
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Figure 4: Dimuon acoplanarity distributions after applying the exclusivity selection and requiring pµµT < 3 GeV.
The expected Drell-Yan shape and the elastic and combined SD and DD (Dissociative) shapes normalized from the
fit are stacked. This fit determines the factor fEL.

taken from the �� ! µ+µ� sample. This correction factor is used to correct the number of �� ! ⌧+⌧�
candidates predicted by simulation in both the exclusive W+W� and the exclusive Higgs boson signal
regions. Similar suppression is expected [66] and observed [65] in dissociative events, so the fEL factor
is applied to dissociative events as well.

In the second study, the impact of pileup on the signal e�ciency and accuracy of the modeling in the
simulation is evaluated. A kinematic selection is defined to enhance the fraction of elastic events. Events
with pµµT < 3 GeV and acoplanarity < 0.0015 are studied with both the nominal exclusivity selection
criteria and by demanding exactly one extra track within �ziso

0 = 3 mm. In the case of exclusive signal,
when there is one extra track, the extra track is from pileup and its �z0 = |ztrack

0 �zav
0 | has a locally constant

distribution while for any inclusive background the track originates from the same vertex and the �z0
distribution peaks at zero as can be seen in Fig. 5. A normalization factor, the background-subtracted
ratio of observed exclusive events to the predicted sum of elastic, SD, and DD is determined for both
selections. For nominal (zero track) exclusivity this normalization factor is 0.73± 0.03(stat.)± 0.01(sys.).
The one-track selection, illustrated in Fig. 5, gives a factor of 0.70 ± 0.06(stat.) ± 0.03(sys.) where the
systematic uncertainties result from the uncertainty in the background normalization factor. The zero-
track and one-track normalization factors are consistent at the level of 10%, which is taken to be a measure
of the accuracy of the pileup simulation in predicting signal e�ciency.

The value of fELwith the additional ±10% relative systematic uncertainty for signal e�ciency added in
quadrature with the previous systematic uncertainty

fEL = 0.76 ± 0.04(stat.) ± 0.10(sys.) (6)

is consistent with the value of 0.791 ± 0.041 (stat.) ± 0.026 (sys.) ± 0.013 (theory) obtained in an earlier
analysis using data from pp collisions at

p
s = 7 TeV [65]. This value is also consistent with the theoretical

estimate of fEL⇠ 0.73–0.75, related to the proton size e↵ects in the probed region of dimuon mass [66].
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Figure 5: Absolute �z0 of the extra track to the lepton vertex in the region defined by acoplanarity < 0.0015. The
exclusivity requirement was changed to select exactly one extra track within 3 mm. The exclusive predictions are
scaled by a factor of 0.70.

8 Signal and background control regions

Several control regions are established to use data events to cross-check simulations in areas where they
are known to be less reliable. The ratio of elastic to dissociative contributions is extracted from one
control region, since a simulation for �� ! W+W� dissociative events is not available. Another set of
control regions is used to study the proximity of small numbers of extra tracks to the lepton vertex. This
is another regime where the underlying-event models have not been thoroughly tested, so relying on the
data is preferred. Finally a control region is established for inclusive W+W� production, a predominant
background. This control region has a di↵erent exclusivity requirement, one to four extra tracks, in order
to increase the fraction of inclusive W+W� events. The inclusive W+W� contribution to the exclusive
W+W� signal region is estimated using a data-driven method. Based on the number of events observed in
this control region, this method makes some assumptions about the rejection of background when going
from the control (one to four tracks) to the nominal (zero tracks) exclusivity requirement, and derives an
estimate for the background from inclusive W+W�, Drell-Yan, W+jets, and top-quark production. The
latter three processes have collectively a smaller contribution and are referred to as other background.
Other contributions to the background are derived from Monte Carlo simulation and are found to be
negligible.

8.1 Single-dissociative and double-dissociative contributions

Without detecting the outgoing protons, the elastic �� ! W+W� events are indistinguishable from SD and
DD candidates. However, simulations are only available for the elastic �� ! W+W� process; predictions
for dissociative production of W+W� are not available. Following the strategy in Ref. [68] a normalization
factor, f�, is determined. This factor is used to correct the prediction for elastic �� ! W+W� to account
for dissociative events. It is computed from data using �� ! µ+µ� candidates that satisfy the exclusivity
selection with �ziso

0 = 1 mm, pµT > 20 GeV and mµµ > 160 GeV (⇠ 2mW). The factor f� is defined as the

13

Table 3: Definition of the electron and muon channel fiducial regions for which the exclusive cross-sections are
evaluated.

Variable Electron channel Muon channel
p`T > 12 GeV > 10 GeV
|⌘` | < 2.4 < 2.4
m`+`� > 24 GeV > 20 GeV

the standard dipole form-factors and the improved model parameterisation including pQCD corrections
from Ref. [60]. The latter includes a fit uncertainty and the prediction furthest away from the dipole
form-factors is chosen.

Similarly, for the µ+µ� channel,

Rexcl.
��!µ+µ� = 0.791 ± 0.041 (stat.) ± 0.026 (syst.) ± 0.013 (theor.) ,

�EPA
��!µ+µ� = 0.794 ± 0.013 (theor.) pb .

The resulting fiducial cross-section for the electron channel is measured to be

�excl.
��!e+e� = 0.428 ± 0.035 (stat.) ± 0.018 (syst.) pb .

This value can be compared to the theoretical prediction, including absorptive corrections to account for
the finite size of the proton [10]:

�EPA, corr.
��!e+e� = 0.398 ± 0.007 (theor.) pb .

For the muon channel, the fiducial cross-section is measured to be

�excl.
��!µ+µ� = 0.628 ± 0.032 (stat.) ± 0.021 (syst.) pb ,

to be compared with [10]:
�EPA, corr.
��!µ+µ� = 0.638 ± 0.011 (theor.) pb .

The uncertainty of each prediction includes an additional 0.8% uncertainty related to the modelling of
proton absorptive corrections. It is evaluated by varying the e↵ective transverse size of the proton by 3%,
according to Ref. [64]. Figure 4 shows the ratios of the measured cross-sections to the EPA calculations
and to the prediction with the inclusion of absorptive corrections. The measurements are in agreement
with the predicted values corrected for proton absorptive e↵ects. The figure includes a similar CMS
cross-section measurement [18].

8 Conclusion

Using 4.6 fb�1 of data from pp collisions at a centre-of-mass energy of 7 TeV the fiducial cross-sections
for exclusive �� ! `+`� (` = e, µ) reactions have been measured with the ATLAS detector at the
LHC. Comparisons are made to the theory predictions based on EPA calculations, as included in the Her-
wig++ MC generator. The corresponding data-to-EPA signal ratios for the electron and muon channels
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Figure 6: The dilepton invariant mass distribution for muon candidates (left) and electron candidates (right). The
elastic yield is scaled by fEL = 0.76 and the SD distribution is scaled to bring the sum of the elastic and SD
contributions to the Herwig++ prediction for the elastic process multiplied by the f� factor in the mass region
above 160 GeV. The last bin includes overflow.

ratio of observed dimuons in data to the Herwig++ prediction for elastic dimuon production:

f� =
NData � NPowheg

Background

NHerwig++
Elastic

������
mµµ>160 GeV

= 3.30 ± 0.22(stat.) ± 0.06(sys.), (7)

where NData is the number of candidates in the data, NPowheg
Background is the expected number of background

events, and NHerwig++
Elastic is the expected number of elastic �� ! µ+µ� candidates directly from Herwig++,

i.e, the unscaled EPA prediction. Drell-Yan processes are the main sources of background, whereas
inclusive and exclusive W+W� processes contribute less than 10%. The uncertainty is predominantly
statistical, but also contains a systematic component estimated by varying the Powheg+Pythia8 Drell-
Yan correction factor by ±20%, as is be discussed in Section 8.2. Predictions for this ratio are becoming
available [69].

The dilepton invariant mass distributions for the µ+µ� and e+e� final states are shown in Fig. 6. The
elastic contribution is scaled by fEL = 0.76 and the SD contribution is normalized so that the sum of
the elastic and SD contributions corresponds to f� ⇥ NHerwig++

Elastic . The shapes of the SD and DD samples
are quite similar, so the SD shape is used to describe both the SD and DD processes. The data are well
described by the simulation over the full mass range. While the range of m`` > 160 GeV was chosen to
correspond to the threshold mWW > 2mW , the value of f� is in fact rather insensitive to the choice of this
threshold. The W+W� sample tends to have higher mWW than these dilepton control samples m``. The
mee distribution in Fig. 6 shows that f� is also valid for the electron channel. Therefore, the total expected
�� ! W+W� event yield in both the exclusive W+W� and the exclusive Higgs boson channels is taken
to be the product of f� times the Herwig++ prediction for elastic �� ! W+W� production.

The dimuon signal sample with mass above 160 GeV is also used to determine the signal e�ciency for

14
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Figure 6: The dilepton invariant mass distribution for muon candidates (left) and electron candidates (right). The
elastic yield is scaled by fEL = 0.76 and the SD distribution is scaled to bring the sum of the elastic and SD
contributions to the Herwig++ prediction for the elastic process multiplied by the f� factor in the mass region
above 160 GeV. The last bin includes overflow.

ratio of observed dimuons in data to the Herwig++ prediction for elastic dimuon production:

f� =
NData � NPowheg

Background

NHerwig++
Elastic

������
mµµ>160 GeV

= 3.30 ± 0.22(stat.) ± 0.06(sys.), (7)

where NData is the number of candidates in the data, NPowheg
Background is the expected number of background

events, and NHerwig++
Elastic is the expected number of elastic �� ! µ+µ� candidates directly from Herwig++,

i.e, the unscaled EPA prediction. Drell-Yan processes are the main sources of background, whereas
inclusive and exclusive W+W� processes contribute less than 10%. The uncertainty is predominantly
statistical, but also contains a systematic component estimated by varying the Powheg+Pythia8 Drell-
Yan correction factor by ±20%, as is be discussed in Section 8.2. Predictions for this ratio are becoming
available [69].

The dilepton invariant mass distributions for the µ+µ� and e+e� final states are shown in Fig. 6. The
elastic contribution is scaled by fEL = 0.76 and the SD contribution is normalized so that the sum of
the elastic and SD contributions corresponds to f� ⇥ NHerwig++

Elastic . The shapes of the SD and DD samples
are quite similar, so the SD shape is used to describe both the SD and DD processes. The data are well
described by the simulation over the full mass range. While the range of m`` > 160 GeV was chosen to
correspond to the threshold mWW > 2mW , the value of f� is in fact rather insensitive to the choice of this
threshold. The W+W� sample tends to have higher mWW than these dilepton control samples m``. The
mee distribution in Fig. 6 shows that f� is also valid for the electron channel. Therefore, the total expected
�� ! W+W� event yield in both the exclusive W+W� and the exclusive Higgs boson channels is taken
to be the product of f� times the Herwig++ prediction for elastic �� ! W+W� production.

The dimuon signal sample with mass above 160 GeV is also used to determine the signal e�ciency for
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Mass [GeV ] Alpgen+Herwig Alpgen+Pythia6 Powheg+Pythia8
44–60 0.81 ± 0.02 0.84 ± 0.03 0.99 ± 0.09
60–90 1.04 ± 0.02 0.98 ± 0.03 1.01 ± 0.02
90–116 1.00 ± 0.01 1.02 ± 0.02 1.00 ± 0.02
116–200 0.89 ± 0.10 1.04 ± 0.19 0.76 ± 0.10

Table 5: Ratio of the exclusivity selection e�ciency in Drell-Yan µ+µ� production as a function of dimuon mass of
di↵erent generators to Sherpa. A common normalization factor is applied to each column to obtain an average ratio
of 1. Only statistical uncertainties are shown. The statistical uncertainty from Sherpa is included and contributes
2.9%, 0.8%, 0.7% and 5.7% in the four mass regions.
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Figure 7: Distribution of track multiplicities after requiring the exclusive W+W� preselection (left) with no number
of track dependent correction, and the peµ

T distribution of candidates that have 1–4 extra tracks (right), with the
simulation including all appropriate correction factors such as f sim

nTracks (Table 4) for Drell-Yan and inclusive W+W�
production. The enriched inclusive W+W� control region is the 1–4 extra-track region above peµ

T > 30 GeV. The
band around the Data/SM ratio of one illustrates the systemic uncertainties. The upward red arrows indicate ratios
outside the plotting range.

To validate the correction factors f sim
nTracks, an e±µ⌥ sample was defined. Figure 7 (left) shows the distribu-

tion of the number of additional tracks after applying the W+W� preselection as defined in Table 3. Apply-
ing a relaxed exclusivity selection to select e±µ⌥ candidates with one to four extra tracks yields a sample
that has low enough statistical uncertainties and is dominated by Drell-Yan events for peµ

T < 30 GeV
as illustrated in Fig. 7 (right). Selecting meµ < 90 GeV further rejects non Drell-Yan contamination as
shown in Fig. 8. The correction factor for Alpgen+Pythia6 Drell-Yan, computed in the region defined by
peµ

T < 30 GeV and meµ < 90 GeV, is found to be 0.90 ± 0.11, in good agreement with f AP
1�4 = 0.85 found

above for Z ! µ+µ�.

8.3 Inclusive W+W� normalization

Inclusive W+W� production is a significant background in both the exclusive Higgs boson and exclusive
W+W� channels. From previous measurements [59, 70], it it known that the NLO prediction for the
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Figure 8: The meµ distribution after requiring 1–4 extra tracks within �ziso
0 = 1.0 mm and peµ

T < 30 GeV. The
Drell-Yan and inclusive W+W� samples are scaled by the factors f AP

1�4 and f P
1�4, respectively. The other samples are

normalized as mentioned in the text. In the Data/SM ratio plot, the color band illustrates the systematic uncertain-
ties, the red upward arrows indicate ratios outside the plotting range.

qq̄ ! W+W� process as provided by Powheg+Pythia8 underestimates the observed W+W� event yield.
It is therefore necessary to understand the simulation of this background before requiring the exclusivity
selection. A region close in phase space to the exclusive Higgs boson signal region is chosen, referred
to here as the Higgs-specific inclusive W+W� control region. It has the same definition except: 55 <
meµ < 110 GeV, ��eµ < 2.6 to reduce Drell-Yan background, no jets to reduce tt̄ background, and no
requirement on exclusivity. This region is dominated by inclusive W+W� production and has a purity
of 60%. After subtracting the predicted backgrounds from data, (20 ± 5)% more data is observed than
is predicted by Powheg+Pythia8. A normalization factor of 1.20 ± 0.05(stat.) is therefore taken as a
correction to the cross-section and applied to the inclusive W+W� prediction in all regions of phase space
studied here, as done in Ref. [59]. The transverse mass mT distributions in the Higgs-specific inclusive
W+W� control region after applying the normalization factor to the Powheg+Pythia8 prediction is shown
in Fig. 9.

8.4 Sum of inclusive W+W� and other background

An estimate of the sum of inclusive W+W� background and smaller contributions from Drell-Yan, W+jets,
and top-quark production (collectively referred to as other background) is performed using an inclusive
W+W�-enriched control region defined with the same criteria as the exclusive W+W� signal region, ex-
cept the exclusivity selection requires 1–4 extra tracks within �ziso

0 = 1 mm. This control region is shown
in Fig. 7 (right) in the region above peµ

T > 30 GeV. It is dominated by the inclusive W+W� process and also
has small contributions of exclusive events, non-W+W� (other-VV) dibosons, and other background.

Figure 10 shows the leading lepton p`1T distribution in this control region. The prediction is systematically
lower than the data. The processes contributing to this control region can be found in Table 6, and the

17

Mass [GeV ] Alpgen+Herwig Alpgen+Pythia6 Powheg+Pythia8
44–60 0.81 ± 0.02 0.84 ± 0.03 0.99 ± 0.09
60–90 1.04 ± 0.02 0.98 ± 0.03 1.01 ± 0.02
90–116 1.00 ± 0.01 1.02 ± 0.02 1.00 ± 0.02
116–200 0.89 ± 0.10 1.04 ± 0.19 0.76 ± 0.10

Table 5: Ratio of the exclusivity selection e�ciency in Drell-Yan µ+µ� production as a function of dimuon mass of
di↵erent generators to Sherpa. A common normalization factor is applied to each column to obtain an average ratio
of 1. Only statistical uncertainties are shown. The statistical uncertainty from Sherpa is included and contributes
2.9%, 0.8%, 0.7% and 5.7% in the four mass regions.
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Figure 7: Distribution of track multiplicities after requiring the exclusive W+W� preselection (left) with no number
of track dependent correction, and the peµ

T distribution of candidates that have 1–4 extra tracks (right), with the
simulation including all appropriate correction factors such as f sim

nTracks (Table 4) for Drell-Yan and inclusive W+W�
production. The enriched inclusive W+W� control region is the 1–4 extra-track region above peµ

T > 30 GeV. The
band around the Data/SM ratio of one illustrates the systemic uncertainties. The upward red arrows indicate ratios
outside the plotting range.

To validate the correction factors f sim
nTracks, an e±µ⌥ sample was defined. Figure 7 (left) shows the distribu-

tion of the number of additional tracks after applying the W+W� preselection as defined in Table 3. Apply-
ing a relaxed exclusivity selection to select e±µ⌥ candidates with one to four extra tracks yields a sample
that has low enough statistical uncertainties and is dominated by Drell-Yan events for peµ

T < 30 GeV
as illustrated in Fig. 7 (right). Selecting meµ < 90 GeV further rejects non Drell-Yan contamination as
shown in Fig. 8. The correction factor for Alpgen+Pythia6 Drell-Yan, computed in the region defined by
peµ

T < 30 GeV and meµ < 90 GeV, is found to be 0.90 ± 0.11, in good agreement with f AP
1�4 = 0.85 found

above for Z ! µ+µ�.

8.3 Inclusive W+W� normalization

Inclusive W+W� production is a significant background in both the exclusive Higgs boson and exclusive
W+W� channels. From previous measurements [59, 70], it it known that the NLO prediction for the
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Figure 9: The mT distributions in the Higgs-specific inclusive W+W� control region that is used to determine the
scaling for the Powheg+Pythia8 inclusive W+W� prediction. In the Data/SM ratio plot, the color band illustrates
systematic uncertainties, the red upward arrow indicates a ratio outside the plotting range.
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Figure 10: The leading-lepton p`1T distribution in the inclusive W+W� control region. The simulation includes all
appropriate correction factors such as f sim

1�4 for Drell-Yan and f P
1�4 for inclusive W+W� production.

total SM expectation is compared to the data. The data exceeds the simulation by 2�. This discrepancy is
attributed to a component from jets faking leptons that is unreliably simulated. Events produced with jets
such as W+jets, Z+jets, and top-quark production, particularly jets faking leptons, are more easily rejected
by the exclusivity selection, while other-VV and Drell-Yan (without accompanying jets) processes are
likely to extrapolate from the 1–4 extra-track control region to the zero-track region with a scale factor
similar to that for inclusive W+W� background. Therefore, this control region is used to constrain the
inclusive W+W� plus other background involving fake leptons.

For the purpose of estimating the contribution of inclusive W+W� events and other background in the
zero-track region, the number of these events in the 1–4 extra-track control region is bracketed by the

18
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scaling for the Powheg+Pythia8 inclusive W+W� prediction. In the Data/SM ratio plot, the color band illustrates
systematic uncertainties, the red upward arrow indicates a ratio outside the plotting range.
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Figure 10: The leading-lepton p`1T distribution in the inclusive W+W� control region. The simulation includes all
appropriate correction factors such as f sim

1�4 for Drell-Yan and f P
1�4 for inclusive W+W� production.

total SM expectation is compared to the data. The data exceeds the simulation by 2�. This discrepancy is
attributed to a component from jets faking leptons that is unreliably simulated. Events produced with jets
such as W+jets, Z+jets, and top-quark production, particularly jets faking leptons, are more easily rejected
by the exclusivity selection, while other-VV and Drell-Yan (without accompanying jets) processes are
likely to extrapolate from the 1–4 extra-track control region to the zero-track region with a scale factor
similar to that for inclusive W+W� background. Therefore, this control region is used to constrain the
inclusive W+W� plus other background involving fake leptons.

For the purpose of estimating the contribution of inclusive W+W� events and other background in the
zero-track region, the number of these events in the 1–4 extra-track control region is bracketed by the
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Sum	
  of	
  inclusive	
  W+W−	
  and	
  other	
  background	
  	
  

A	
  region	
  close	
  in	
  phase	
  space	
  to	
  the	
  exclusive	
  Higgs	
  boson	
  signal	
  
region	
  is	
  chosen,	
  referred	
  to	
  here	
  as	
  the	
  Higgs-­‐specific	
  inclusive	
  W+W−	
  
control	
  region.	
  It	
  has	
  the	
  same	
  definiPon	
  except:	
  55	
  <	
  meμ	
  <	
  110	
  GeV,	
  

∆φeμ	
  <	
  2.6	
  to	
  reduce	
  Drell-­‐Yan	
  background,	
  no	
  jets	
  to	
  reduce	
  k	
  ̄	
  
background,	
  and	
  no	
  requirement	
  on	
  exclusivity.	
  This	
  region	
  is	
  

dominated	
  by	
  inclusive	
  W+W−	
  producPon	
  and	
  has	
  a	
  purity	
  of	
  60%.	
  
A}er	
  subtracPng	
  the	
  predicted	
  backgrounds	
  from	
  data,	
  (20	
  ±	
  5)%	
  
more	
  data	
  is	
  observed	
  than	
  is	
  predicted	
  by	
  Powheg+Pythia8.	
  A	
  
normalizaPon	
  factor	
  of	
  1.20	
  ±	
  0.05(stat.)	
  is	
  therefore	
  taken	
  as	
  a	
  

correcPon	
  to	
  the	
  cross-­‐secPon	
  and	
  applied	
  to	
  the	
  inclusive	
  W+W−	
  
predicPon	
  in	
  all	
  regions	
  of	
  phase	
  space	
  

Processes Inclusive W+W�

Inclusive W+W� 102 ± 20
Exclusive W+W� 5.5 ± 0.4
Exclusive ⌧+⌧� 1.2 ± 0.2
Other diboson 10.9 ± 2.2
Other background 27.4 ± 6.2
Total SM 147 ± 21
Data 191

Table 6: Event yields in the inclusive W+W� control region. The uncertainties quoted are statistical and systematic.

number of observed events in the data, after subtracting the exclusive and other-VV contributions, as
an upper bound and by the predicted number of inclusive W+W� obtained from Powheg+Pythia8 as a
lower bound. To obtain the contribution for the exclusive W+W� signal region, the two estimates are
extrapolated from the 1–4 extra-track control region to the zero-track signal region. In this framework,
the lower bound corresponds to the optimistic case where the other background contribution is completely
rejected by the zero-track exclusivity requirement, while the upper bound corresponds to the case where
all observed candidates in the control region are suppressed by the same factor as the inclusive W+W�

process. Finally the average of the two estimates (after extrapolation) is taken as the contribution for the
signal region.

The extrapolation is achieved by multiplying the estimates by the ratio of the predicted numbers of inclu-
sive W+W� events:

NEstimated
0 = NEstimated

1�4 ⇥
NPredicted

WW,0

NPredicted
WW,1�4

, (8)

where NEstimated
0 and NEstimated

1�4 are the estimates for the lower bound or upper bound mentioned above, and
NPredicted

WW,0 and NPredicted
WW,1�4 are respectively the number of inclusive W+W� events predicted by Powheg+Pythia8

for the zero-track and 1–4 extra-track regions. This ratio is found to be 0.048 ± 0.014, where the uncer-
tainty is dominated by the 20% systematic uncertainties taken to be uncorrelated between the f P

0 and f P
1�4

factors that are included in the predicted numbers of events. As mentioned above, the small exclusive and
other-VV contributions are subtracted before the extrapolation. So for inclusive W+W� and Drell-Yan
processes, the expected number of events in the zero-track region is 20 times less than the prediction for
the 1–4 extra-track control region.

As mentioned above, the inclusive W+W� and other background contributions to the signal region are
taken as the average of the two estimates. Half the di↵erence is included as an additional contribution to
the uncertainty in this determination. This results in a final estimate of 6.6 ± 2.5 background candidates
for the exclusive W+W� signal region.

This background estimate, 6.6 ± 2.5 events in the exclusive W+W� signal region, corresponds to scaling
the Powheg+Pythia8 W+W� prediction by a normalization factor of 0.79. This factor is used to estimate
the inclusive W+W� and other background contamination in the Higgs boson and aQGC signal regions.
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10.2 Limits on exclusive Higgs Boson production

As described in Section 3, exclusive production of Higgs bosons is simulated using the FPMC genera-
tor. Exclusive W+W� contamination in the exclusive Higgs boson signal region is estimated by using
Herwig++ samples that are scaled by f� = 3.30 to account for single-dissociative and double-dissociative
processes. The predicted background from exclusive W+W� is derived from the observed cross-section
in the exclusive W+W� signal region (Section 10.1). As discussed in Sections 8.2–8.4, the estimate for
inclusive W+W� and minor contributions of Z/�⇤ ! ⌧+⌧� and W+jets is obtained from the inclusive
W+W� samples scaled by a factor of 0.79. The contribution from inclusive Higgs production is expected
to be negligible. Exclusive dileptons are not scaled by f� because LPAIR simulates SD and DD processes
as discussed in Section 7, except for �� ! ⌧+⌧� production of which only SD is simulated. The rest of
the background sources are scaled by their respective correction factors to account for the mismodeling
of the underlying event. Six candidates are observed in the data, while 3.0±0.8 events are predicted from
background, and 0.023±0.003 from signal. The quoted uncertainty is the sum in quadrature of systematic
uncertainties. Table 11 summarizes expected and observed yields in the signal region and at earlier selec-
tion points in the selection criteria summarized in Table 3. The exclusive Higgs boson prediction quoted
here is from elastic contribution only. Observed data reasonably agrees with predictions. Figure 15 shows
kinematic distributions in the signal region.

Excl. H Signal Data Total Bkg Incl. W+W� Excl. W+W� Other Bkg
Preselection 0.065 ± 0.005 129018 120090 12844 43 107200
peµ

T >30 GeV, meµ < 55 GeV, ��eµ < 1.8 0.043 ± 0.004 18568 17060 2026 5.7 15030
�ziso

0 requirement 0.023 ± 0.003 8 4.7 ± 1.3 1.4 ± 0.5 3.1 ± 1.3 0.2 ± 0.1
mT < 140 GeV [Signal Region] 0.023 ± 0.003 6 3.0 ± 0.8 1.0 ± 0.4 1.8 ± 0.8 0.2 ± 0.1

Table 11: Summary of signal and background yields at di↵erent stages of the Higgs boson event selection. Only
major background sources are listed explicitly. All the other background sources are summed up in the ‘Other’
category. For the background, the uncertainties are only shown for the yields after exclusivity selection, where they
are relevant for the measurement. They include the systematic and statistical components, added in quadrature.

Yields summarized in the preceding paragraph are converted to upper limits on the exclusive Higgs boson
total production cross-section using the CLS technique [72]. The branching ratio BR(H ! W+W�) used
to compute these limits is (21.5±0.9)% [73]. Table 12 shows a summary of the 95% CL upper limits on the
exclusive Higgs boson total production cross-section. The observed upper limit is 1.2 pb, which is 1.1�
higher than the expected upper limit of 0.7 pb. The statistical uncertainty in the predicted background
dominates the uncertainty involved in calculating this upper limit, while systematic uncertainties worsen
the upper limits by at most 10%. This upper limit value is 400 times the cross-section predicted [24].
However, the limit would not change if the model prediction, which is for elastic production only, in-
creased by an order of magnitude. This limit calculation inherently assumes that the acceptance and
e�ciency for dissociative events is not significantly di↵erent than for elastic events, hence the associated
systematic uncertainty is insignificant.

11 Conclusion

A measurement of the exclusive W+W� production cross-section and a search for exclusive Higgs bo-
son production via di↵raction using e±µ⌥ final states are presented using a data sample that corre-
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Six	
  candidates	
  are	
  observed	
  in	
  the	
  data,	
  while	
  3.0	
  ±	
  0.8	
  events	
  are	
  predicted	
  from	
  background,	
  and	
  0.023	
  ±	
  0.003	
  from	
  
signal.	
  The	
  quoted	
  uncertainty	
  is	
  the	
  sum	
  in	
  quadrature	
  of	
  systemaPc	
  uncertainPes.	
  The	
  exclusive	
  Higgs	
  boson	
  predicPon	
  
quoted	
   here	
   is	
   from	
   elasPc	
   contribuPon	
   only.	
   Observed	
   data	
   reasonably	
   agrees	
   with	
   predicPons.	
   Figure	
   15	
   shows	
  
kinemaPc	
  distribuPons	
  in	
  the	
  signal	
  region.	
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Figure 15: Distributions in the exclusive Higgs boson signal region, without including the selection on the variable
plotted. The dominant processes are inclusive and exclusive W+W� production. The expected signal is scaled by a
factor of 100 for visibility. The arrows denote the selection.

+2� [pb] +1� [pb] Expected [pb] �1� [pb] �2� [pb] Observed [pb]
1.6 1.0 0.7 0.5 0.4 1.2

Table 12: Upper limits on �H [pb] at 95% CL. The ±1� and ±2� uncertainties quoted here are on the expected
upper limit.

sponds to 20.2 fb�1 of LHC pp collisions at
p

s = 8 TeV collected with the ATLAS detector. A
track-based technique for selecting exclusive candidates was developed and validated in the µ+µ� fi-
nal state, resulting in a ratio of data to the EPA prediction for the exclusive �� ! `+`� process of
fEL = 0.76 ± 0.04(stat.) ± 0.10(sys.) in agreement with previous ATLAS measurements at

p
s = 7 TeV.

For exclusive W+W� production, the cross-section is determined to be �(�� ! W+W� ! e±µ⌥X) =
6.9 ± 2.2(stat.) ± 1.4(sys.) fb from 23 observed candidates with 8.3 ± 2.6 predicted background events.
While evidence of SM exclusive W+W� production is at the 3.0� level, no evidence for an excess was
seen in the kinematic region that would be enhanced by anomalous quartic gauge couplings. Rather,
independent limits are placed on anomalous quartic gauge couplings that are more stringent than earlier
published results from the OPAL, D0, and CMS experiments. Six candidates consistent with exclusive
Higgs boson production are observed in the data, with an expected SM background of 3.0 ± 0.8 events.
This result corresponds to an upper limit at 95% CL on the total production cross-section of the exclusive
Higgs boson of 1.2 pb, whereas the expected limit is 0.7 pb.
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Yields	
  are	
  converted	
  to	
  upper	
  limits	
  on	
  the	
  exclusive	
  Higgs	
  boson	
  total	
  producPon	
  cross-­‐secPon	
  using	
  the	
  CLS	
  technique.	
  
The	
  branching	
  raPo	
  BR(H	
  →	
  W+W−)	
  used	
  to	
  compute	
  these	
  limits	
  is	
  (21.5±0.9)%	
  .	
  The	
  observed	
  upper	
  limit	
  is	
  1.2	
  pb,	
  which	
  
is	
  1.1σ	
  higher	
  than	
  the	
  expected	
  upper	
  limit	
  of	
  0.7	
  pb.	
  The	
  staPsPcal	
  uncertainty	
  in	
  the	
  predicted	
  background	
  dominates	
  
the	
  uncertainty	
  involved	
  in	
  calculaPng	
  this	
  upper	
  limit,	
  while	
  systemaPc	
  uncertainPes	
  worsen	
  the	
  upper	
  limits	
  by	
  at	
  most	
  
10%.	
  This	
  upper	
  limit	
  value	
  is	
  400	
  Pmes	
  the	
  cross-­‐secPon	
  predicted	
  [24].	
  However,	
  the	
  limit	
  would	
  not	
  change	
  if	
  the	
  model	
  
predicPon,	
  which	
  is	
  for	
  elasPc	
  producPon	
  only,	
  in-­‐	
  creased	
  by	
  an	
  order	
  of	
  magnitude.	
  This	
  limit	
  calculaPon	
  inherently	
  
assumes	
  that	
  the	
  acceptance	
  and	
  efficiency	
  for	
  dissociaPve	
  events	
  is	
  not	
  significantly	
  different	
  than	
  for	
  elasPc	
  events,	
  hence	
  
the	
  associated	
  systemaPc	
  uncertainty	
  is	
  insignificant.	
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The	
  level	
  of	
  agreement	
  between	
  the	
  data	
  and	
  MC	
  generator	
  predicPons	
  follows	
  the	
  same	
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  as	
  seen	
  in	
  the	
  main	
  phase	
  space:	
  

Some	
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  remarkably	
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  predicEons	
  (EPOS,	
  Pythia8)	
  

dNev/dnch	
   <pT>	
  VS	
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Models	
  differ	
  mainly	
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  normalisaPon,	
  
shape	
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Measurement	
  spans	
  
10	
  orders	
  of	
  
magnitude	
  	
  

Low	
  nch	
  not	
  well	
  modelled	
  by	
  any	
  MC;	
  large	
  
contribuPon	
  from	
  diffracPon;	
  

Models	
  without	
  colour	
  reconnecPon	
  (QGSJET)	
  fail	
  
to	
  model	
  scaling	
  with	
  nch	
  very	
  well	
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Figure 5: Primary-charged-particle multiplicities as a function of (a) pseudorapidity, η, and (b) transverse mo-
mentum, pT; (c) the multiplicity, nch, distribution and (d) the mean transverse momentum, ⟨pT⟩ , versus nch in
events with nch ≥ 1, pT > 500 MeV and |η| < 0.8. The dots represent the data and the curves the predictions from
different MC models. The x-value in each bin corresponds to the bin centroid. The vertical bars represent the stat-
istical uncertainties, while the shaded areas show statistical and systematic uncertainties added in quadrature. The
bottom panel in each figure shows the ratio of the MC simulation over the data. Since the bin centroid is different
for data and simulation, the values of the ratio correspond to the averages of the bin content.
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Figure 5: Primary-charged-particle multiplicities as a function of (a) pseudorapidity, η, and (b) transverse mo-
mentum, pT; (c) the multiplicity, nch, distribution and (d) the mean transverse momentum, ⟨pT⟩ , versus nch in
events with nch ≥ 1, pT > 500 MeV and |η| < 0.8. The dots represent the data and the curves the predictions from
different MC models. The x-value in each bin corresponds to the bin centroid. The vertical bars represent the stat-
istical uncertainties, while the shaded areas show statistical and systematic uncertainties added in quadrature. The
bottom panel in each figure shows the ratio of the MC simulation over the data. Since the bin centroid is different
for data and simulation, the values of the ratio correspond to the averages of the bin content.
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These	
  methods	
  allowed	
  to	
  improve	
  the	
  IBL	
  descripEon	
  in	
  simulaEon	
  	
  
•  30%	
  of	
  material	
  was	
  missing	
  in	
  the	
  “default	
  geometry”	
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InelasPc	
   hadronic	
   interacEons	
   produce	
  
mulPple	
   charged	
   parPcles	
   when	
   hadrons	
  
interact	
  with	
  the	
  detector	
  material.	
  
	
  

Excellent	
   radial	
   resoluEon	
   (between	
  65	
  and	
  
230	
   µm	
   from	
   the	
   beam	
   pipe	
   to	
   Layer-­‐1	
  
depending	
  on	
  radius).	
  

Probability	
   for	
   a	
   photon	
   conversion	
   (very	
   clean	
  
signal)	
  is	
  proporPonal	
  to	
  the	
  traversed	
  material.	
  
	
  
	
  

High	
   staEsEcs	
   source	
   of	
   photon	
   conversions	
  
from	
   di-­‐photon	
   decays	
   of	
   light	
   neutral	
   mesons	
  
copiously	
  produced	
  	
  in	
  pp	
  collisions	
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•  ︎In	
  the	
  500	
  MeV	
  phase	
  space,	
  the	
  fakes	
  are	
  neglected	
  because	
  they	
  
drop	
   rapidly	
  with	
  pT	
   such	
   that	
   the	
   rate	
   is	
   negligible	
   in	
   that	
  phase	
  
space	
  

	
  
•  In	
  the	
  100	
  MeV	
  case,	
   fakes	
  are	
  treated	
  as	
  part	
  of	
  the	
  background	
  
with	
  a	
  50%	
  systemaPc	
  uncertainty	
   following	
   the	
   recommendaPon	
  
of	
  Inner	
  Detector	
  Combined	
  Performance	
  group	
  

March	
  2nd,	
  2017	
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dNch/dη	
   d2Nev/dηdpT	
   dNev/dnch	
   <pT>	
  VS	
  nch	
  

CONF	
  
Big	
  improvements	
  in	
  the	
  systemaPc	
  
uncertainty	
  evaluaPon	
  thanks	
  to	
  
the	
  correcPon	
  to	
  the	
  tracking	
  
efficiency	
  driven	
  by	
  material	
  

studies	
  

March	
  2nd,	
  2017	
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•  Herwig	
  was	
  dropped	
  bacause	
  the	
  tune	
  (based	
  on	
  CTEQ6L1	
  PDF)	
  used	
  for	
  the	
  
CONFNote	
  was	
  not	
  the	
  opPmal	
  one	
  	
  

à	
  updated	
  plots	
  with	
  the	
  tune	
  (based	
  on	
  MRST	
  PDF)	
  suggested	
  by	
  the	
  expert	
  	
  
à	
  improved	
  data/MC	
  agreement	
  

CONF	
   Paper	
  

March	
  2nd,	
  2017	
  



•  Trigger	
  and	
  Vertex	
  efficiency:	
  event-­‐wise	
  correcPon	
  

	
  
•  Tracking	
  efficiency:	
  track-­‐wise	
  correcPon	
  

•  Bayesian	
  unfolding	
  to	
  correct	
  both	
  the	
  mulPplicity	
  nch	
  and	
  pT	
  

•  AddiPonal	
  correcPon	
  for	
  events	
  out	
  of	
  kinemaPc	
  range	
  e.g.	
  events	
  with	
  
≥1	
  parPcles	
  but	
  <	
  1	
  track	
  

•  Mean	
  pT	
  vs	
  nch	
  bin-­‐by-­‐bin	
  correcPon	
  of	
  average	
  pT,	
  then	
  nch	
  migraPon	
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non-­‐primary	
  tracks	
  

strange	
  baryons	
  

outside	
  kinemaPc	
  range	
   fake	
  tracks	
  



•  When	
  trying	
  to	
  use	
  the	
  data-­‐driven	
  correcPon	
  in	
  the	
  low	
  pT	
  phase	
  
space,	
  it	
  leads	
  to	
  un-­‐physical	
  fluctuaPons	
  

•  Many	
  checks	
  performed,	
  but	
  issue	
  not	
  found	
  à	
  therefore,	
  this	
  
correcPon	
  is	
  not	
  applied	
  in	
  the	
  100	
  MeV	
  phase-­‐space	
  analysis	
  and	
  
instead	
  larger	
  systemaPc	
  uncertainPes	
  are	
  applied,	
  as	
  recommended	
  
by	
  the	
  Inner	
  Detector	
  Combined	
  Performance	
  group:	
  
•  5%	
  extra	
  material	
  overall	
  
•  10%	
  extra	
  material	
  IBL	
  (Minimum	
  Bias	
  is	
  the	
  only	
  2015	
  ATLAS	
  
analysis	
  which	
  used	
  the	
  improved	
  IBL	
  geometry)	
  

•  50%	
  extra	
  material	
  in	
  the	
  Pixel	
  Services	
  Region	
  
	
  

•  Final	
  results	
  discussed	
  in	
  the	
  next	
  slides	
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Problems	
   that	
   may	
   be	
   encountered	
   when	
   extrapolaPng	
   the	
  
data-­‐driven	
  correcPon	
  to	
  low	
  pT	
  tracks:	
  
	
  
•  Errors	
  in	
  the	
  propagaPon	
  of	
  the	
  systemaPcs	
  and	
  correcPon	
  

à	
  checked	
  

•  Track	
  parameters	
  resoluPon	
  à	
  checked	
  à	
  negligible	
  

•  Eta	
  bin-­‐to-­‐bin	
  migraPon	
  à	
  checked	
  à	
  negligible	
  	
  

•  Linearity	
   of	
   the	
   tracking	
   efficiency	
  with	
   the	
  material	
   in	
   the	
  
low	
  pT	
  regime	
  à	
  checked	
  

	
  
The	
   issue	
   was	
   not	
   found	
  à	
   Therefore	
   this	
   correcPon	
   is	
   not	
  
applied	
  in	
  the	
  100	
  MeV	
  analysis	
  and	
  instead	
  larger	
  systemaPc	
  
uncertainPes	
  are	
  applied	
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•  Non	
  primary	
  tracks	
  are	
  the	
  biggest	
  background	
  	
  

•  Rate	
  measured	
  in	
  data	
  by	
  performing	
  a	
  fit	
  to	
  
the	
  transverse	
  impact	
  parameter	
  distribuPon	
  

	
  	
  
•  2.2%	
   ±	
   0.6%	
   of	
   our	
   reconstructed	
   tracks	
  

within	
  the	
  signal	
  region	
  	
  

•  High	
  pT	
  tracks	
  	
  

•  measurable	
   fracPon	
   of	
   the	
   tracks	
   originate	
  
from	
   low	
   pT	
   tracks	
   (scakering,	
   in	
   flight	
  
decays)	
  	
  

•  Our	
   ability	
   to	
   select	
   &	
   remove	
   these	
   tracks	
  
was	
  assessed	
  in	
  data	
  	
  

•  At	
  most	
  1%	
  of	
  tracks	
  between	
  30-­‐50GeV	
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•  All	
  Pixel	
  hit	
  requirements	
  and	
  all	
  SCT	
  hit	
  requirements	
  removed	
  for	
  the	
  N-­‐1	
  test	
  

•  Large	
  differences	
  are	
  observed	
  at	
  high	
  pT	
  for	
  the	
  efficiency	
  of	
  both	
  cuts,	
  this	
  is	
  the	
  result	
  of	
  a	
  
high	
  fracPon	
  of	
  poorly	
  measured	
  tracks	
  entering	
  the	
  denominator	
  when	
  loosening	
  the	
  cuts	
  

0.5%	
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•  Badly	
   measured	
   low	
   momentum	
   charged	
   parPcles	
   are	
  
somePmes	
  reconstructed	
  as	
  a	
  high	
  momentum	
  track	
  

•  These	
   tracks	
   are	
   a	
   sizeable	
   fracPon	
   at	
   high	
   reconstructed	
   pT	
  
because	
   of	
   the	
   steeply	
   falling	
   pT	
   distribuPon	
   and	
   they	
   are	
  
caused	
   by	
   interacPons	
   and	
   mulPple	
   scakering	
   with	
   the	
  
material	
  -­‐>	
  usually	
  have	
  a	
  bad	
  χ2	
  fit	
  probability	
  

•  A	
  cut	
  on	
  χ2	
  probability	
  of	
  P( ︎χ2,	
  ndof)	
   ︎	
  >	
  0.01	
  is	
  applied	
  for	
  tracks	
  
with	
  pT	
  >	
  10	
  GeV	
  to	
  remove	
  bad	
  measured	
  tracks	
  

•  The	
   uncertainty	
   on	
   the	
   remaining	
   amount	
   of	
   mis-­‐measured	
  
tracks	
   has	
   been	
   determined	
   to	
   be	
   less	
   than	
   0.2%	
   at	
   10	
   GeV	
  
rising	
  up	
  to	
  7%	
  above	
  above	
  50	
  GeV	
  

•  The	
  uncertainty	
  in	
  the	
  efficiency	
  of	
  the	
  cut	
  is	
  assessed	
  to	
  be	
  to	
  
0.5%	
  below	
  50	
  GeV	
  and	
  5%	
  above	
  50	
  GeV	
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hkp://arxiv.org/pdf/1012.5104v2.pdf	
  dNch/dη	
  

•  Models	
  differ	
  mainly	
  in	
  normalisaPon,	
  shape	
  similar	
  
•  Track	
  mulPplicity	
  underesPmated	
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hkp://arxiv.org/pdf/1012.5104v2.pdf	
  

•  Large	
  disagreement	
  at	
  low	
  pT	
  and	
  high	
  pT	
  	
  

d2Nev/dηdpT	
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hkp://arxiv.org/pdf/1012.5104v2.pdf	
  

•  Low	
  nch	
  not	
  well	
  modelled	
  by	
  any	
  MC;	
  large	
  contribuPon	
  from	
  diffracPon	
  	
  

dNev/dnch	
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hkp://arxiv.org/pdf/1012.5104v2.pdf	
  

•  Pythia8	
  with	
  hard	
  diffracPve	
  component	
  give	
  best	
  descripPon	
  	
  
•  Shape	
  at	
  low	
  nch	
  sensiPve	
  to	
  ND,	
  SD,	
  DD	
  fracPons	
  especially	
  when	
  using	
  a	
  100	
  MeV	
  selecPon	
  	
  

<pT>	
  vs.	
  nch	
  

The	
  measurement	
  of	
  ⟨pT⟩	
  as	
  a	
  funcPon	
  of	
  charged	
  mulPplicity	
  at	
  s	
  =	
  
2.36	
  TeV	
  is	
  not	
  shown	
  because	
  different	
  track	
  reconstrucPon	
  methods	
  
are	
  used	
  for	
  determining	
  the	
  pT	
  and	
  mulPplicity	
  distribuPons	
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•  Pythia8	
  with	
  hard	
  diffracPve	
  component	
  give	
  best	
  descripPon	
  	
  
•  Shape	
  at	
  low	
  nch	
  sensiPve	
  to	
  ND,	
  SD,	
  DD	
  fracPons	
  especially	
  when	
  using	
  a	
  100	
  MeV	
  selecPon	
  	
  

<pT>	
  vs.	
  nch	
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hkp://arxiv.org/pdf/1012.5104v2.pdf	
  <pT>	
  vs.	
  nch	
  
The	
  measurement	
  of	
  ⟨pT⟩	
  as	
  a	
  funcPon	
  of	
  charged	
  
mulPplicity	
  at	
  s	
  =	
  2.36	
  TeV	
  is	
  not	
  shown	
  because	
  different	
  
track	
  reconstrucPon	
  methods	
  are	
  used	
  for	
  determining	
  
the	
  pT	
  and	
  mulPplicity	
  distribuPons	
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Trigger e�ciency

I
Trigger e�ciency is evaluated in the same way as for the baseline analysis
but using low p

T

tracks

‘
trig

(n
sel

no≠z ) =
N(MBTS1 triggered fl sptrk triggered)

N(sptrk triggered)

I Is measured as a function of the number of selected tracks (without z
0

cut
applied)
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systematic uncertainty
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variation of the track selection

I
di�erences between MBTS A and C side

I
MC based: events failing both triggers

I
non-collision beam background
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(d)

Figure 2: (a) Trigger efficiency with respect to the event selection, as a function of the number of reconstructed
tracks without the zBL0 · sin θ constraint (n

no−z
sel ). (b) Data-driven correction to the track reconstruction efficiency as a

function of pseudorapidity, η. The track reconstruction efficiency after this correction as a function of (c) η and (d)
transverse momentum, pT as predicted by pythia 8 a2 and single-particle simulation. The statistical uncertainties
are shown as black vertical bars, the total uncertainties as green shaded areas.

9

500	
  MeV	
   100	
  MeV	
  

•  Trigger	
  efficiency	
  is	
  evaluated	
  by	
  using	
  a	
  control	
  trigger	
  and	
  the	
  MBTS	
  
trigger:	
  

SystemaPc	
  uncertainty:	
  
•  ︎variaPon	
  of	
  the	
  track	
  selecPon;	
  differences	
  between	
  MBTS	
  A	
  and	
  C	
  side	︎
  ;	
  non-­‐collision	
  beam	
  background	
  
•  MC	
  based:	
  events	
  failing	
  both	
  triggers	
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Vertex e�ciency
I

Vertex e�ciency is the ratio between the number of triggered events with
one reconstructed vertex and all triggered events

‘
vtx

(n
sel

no≠z ) =
N(MBTS1 triggered fl n

vtx

= 1)

N(MBTS1 triggered)

I E�ciency for the first nno-z

sel

bin depends on �z
tracks

auxiliary material for the paper
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Efficiency	
  for	
  the	
  first	
  nselno-­‐z	
  bin	
  depends	
  on	
  eta	
  of	
  the	
  track	
  

SystemaPc	
  uncertainty:	
  	
  
•  non-­‐collision	
  beam	
  background	
  which	
  is	
  strongly	
  reduced	
  by	
  the	
  vertex	
  requirement	
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Vertex e�ciency
I

Vertex e�ciency is the ratio between the number of triggered events with
one reconstructed vertex and all triggered events

‘
vtx

(n
sel

no≠z ) =
N(MBTS1 triggered fl n

vtx

= 1)

N(MBTS1 triggered)

I E�ciency for the first nno-z

sel

bin depends on �z
tracks

auxiliary material for the paper
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Efficiency	
  for	
  the	
  first	
  nselno-­‐z	
  bin	
  depends	
  on	
  ∆z	
  between	
  the	
  tracks	
  

SystemaPc	
  uncertainty:	
  	
  
•  non-­‐collision	
  beam	
  background	
  which	
  is	
  strongly	
  reduced	
  by	
  the	
  vertex	
  requirement	
  



V.	
  Cairo	
   72	
  

N
o

t
r
e
v

i
e
w

e
d

,
f
o

r
i
n

t
e
r
n

a
l

c
i
r
c
u

l
a
t
i
o

n
o

n
l
y

DRAFT

one event), both versus the number of primary charged particles. After applying the corrections using the221

event and track weights and the unfolding, the ratio of the two distributions is calculated.222

Table 1: Summary of the systematic uncertainties on the ⌘, pT, nch and hpTi vs. nch observables. The uncertainties
are given at both edges of the phase-space. The track background uncertainties include all uncertainties coming
from either secondaries, fakes or tracks which enter the kinematic range.

Distribution | 1
Nev
· dNch

d⌘ | 1
Nev
· 1

2⇡pT
· d2Nch

d⌘dpT
1
Nev
· dNev

dnch
hpTi vs. nch

Range 0 – 2.5 0.1 – 50 GeV 2 – 250 0 – 160 GeV

Track reconstruction 1 – 7% 1% – 6% 0% – +38%
�20% 0% – 0.7%

Track background 0.5% 0.5% – 1% 0% – +7%
�1% 0% – 0.1%

pT spectrum – – 0% – +3%
�9% 0% – +0.3%

�0.1%
Non-closure 0.4% – 1% 1% – 3% 0% – 4% 0.5% – 2%

A summary of all systematic uncertainties is given in Table 1 for all observables. The dominant uncertainty223

is due to material e�ects on the track reconstruction e�ciency. Uncertainties due to imperfect detector224

alignment are taken into account and are less than 5% at the highest track pT values. In addition, resolution225

e�ects on the transverse momentum can result in low transverse momentum particles being reconstructed226

as high-pT tracks. The track background uncertainty is dominated by systematic e�ects on the estimation227

of the tracks of secondary particles. The track reconstruction e�ciency determined in simulation can228

di�er from the one in data if the pT spectrum is di�erent for data and simulation, as the e�ciency depends229

strongly on the track pT. This e�ect can alter the number of primary charged particles and is taken into230

account as a systematic uncertainty. ������ 8 �2 and ���� simulations are used to check the unfolding231

procedure. Significant di�erences between generated and unfolded distributions are treated as systematic232

uncertainties. For this, all combinations of these MC generators are used to simulate the distribution and233

the input to the unfolding.234

4 Results235

The measured charged-particle multiplicities in events containing at least two charged particles with236

pT > 100 MeV and |⌘ | < 2.5 are shown in Figure 4. The corrected data are compared to predictions from237

various generators. In general, the systematic uncertainties dominate the error.238

Figure 4(a) shows the charged-particle multiplicity as a function of the pseudorapidity ⌘. ������ 8 ������,239

���� and ������-�� show a good description for |⌘ | < 1.5. The prediction from ������ 8 �2 has the same240

shape as the other generators, but lies below the data.241

The charged-particle transverse momentum is shown in Figure 4(b). ���� describes the data well for242

pT > 300 MeV. For pT < 300 MeV, the data are underestimated by up to 15%. The other generators243

show similar mis-modelling at low momentum but with larger discrepancies up to 35% for ������-��. In244

addition, they mostly overestimate the charged-particle multiplicity for pT > 400 MeV where ������ 8 �2245

overestimates only in the intermediate pT region and underestimates the data slightly for pT > 800 MeV.246

Figure 4(c) shows the charged-particle multiplicity. Overall the form of the measured distribution is247

reproduced reasonably by all models. ������ 8 �2 describes the data well for 30 < nch < 80, but248

underestimates it for higher nch. For 30 < nch < 80, ������ 8 ������, ���� and ������-�� underestimate249
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Table 2: Summary of systematic uncertainties on the η, pT and nch distributions.
Source Distribution Range of values
Track reconstruction efficiency η 0.5% – 1.4%

pT 0.7%
nch 0% – +17%−14%

Non-primaries η 0.5%
pT 0.5% – 0.9%
nch 0% – +10%−8%

Non-closure η 0.7%
pT 0% – 2%
nch 0% – 4%

pT-bias pT 0% – 5%
High-pT pT 0% – 1%

Systematic uncertainties in the track reconstruction efficiency, discussed in Section 6, and the fraction
of tracks from non-primary particles, discussed in Section 5, give rise to an uncertainty in wtrk(pT, η),
directly affecting the η and pT distributions. For the nch distribution, where the track weights are not
explicitly applied, the effects from uncertainties in these sources are found by modifying the distribution
of selected tracks in data. In each multiplicity interval tracks are randomly removed or added with prob-
abilities dependent on the uncertainties in the track weights of tracks populating that bin. This modified
distribution is then unfolded and the deviation from the nominal nch distribution is taken as a system-
atic uncertainty. An uncertainty from the fact that the correction procedure, when applied to simulated
events, does not reproduce exactly the distribution from generated particles (non-closure) is included in all
measurements. An additional systematic uncertainty in the measured pT distribution arises from possible
biases and degradation in the pT measurement. This is quantified by comparing the track hit residuals
in data and simulation. The effectiveness of the track-fit χ2 probability selection in suppressing tracks
reconstructed with high momentum but originating from low momentum particles was also considered;
it was found that the fraction of these tracks remaining was consistent with predictions from simulation.
An uncertainty due to the statistical precision of the check is included for the pT distribution. Uncertainty
sources that also affect Nev partially cancel in the final distributions. A summary of the main systematic
uncertainties affecting the η, pT and nch distributions is given in Table 2.

Uncertainties in the ⟨pT⟩ vs. nch measurement are found in the same way as those in the nch distribution.
The dominant uncertainty is from non-closure which varies from ±2% at low nch to ±0.5% at high nch.
All other uncertainites largely cancel in the ratio and are negligible. At high nch the total uncertainty is
dominated by the statistical uncertainty.

8. Results

The corrected distributions for primary charged particles in events with nch ≥ 1 in the kinematic range
pT > 500 MeV and |η| < 2.5 are shown in Figure 3. In most regions of all distributions the dominant
uncertainty comes from the track reconstruction efficiency. The results are compared to predictions of
models tuned to a wide range of measurements. The measured distributions are presented as inclusive
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Table 1: Summary of MC tunes used to compare to the corrected data. The generator and its version are given in
the first two columns, the tune name and the PDF used are given in the next two columns.

Generator Version Tune PDF
pythia 8 8.185 a2 mstw2008lo [21]
pythia 8 8.186 monash nnpdf2.3lo [22]
epos LHCv3400 lhc N/A
qgsjet-ii II-04 default N/A

In pythia 8 inclusive hadron–hadron interactions are described by a model that splits the total inelastic
cross section into non-diffractive (ND) processes, dominated by t-channel gluon exchange, and diffractive
processes involving a colour-singlet exchange. The simulation of ND processes includes multiple parton–
parton interactions (MPI). The diffractive processes are further divided into single-diffractive dissociation
(SD), where one of the initial protons remains intact and the other is diffractively excited and dissociates,
and double-diffractive dissociation (DD) where both protons dissociate. The sample contains approx-
imately 22% SD and 12% DD processes. Such events tend to have large gaps in particle production at
central rapidity. A pomeron-based approach is used to describe these events [15].

epos provides an implementation of a parton-based Gribov–Regge [16] theory, which is an effective QCD-
inspired field theory describing hard and soft scattering simultaneously.

qgsjet-ii provides a phenomenological treatment of hadronic and nuclear interactions in the Reggeon
field theory framework [17]. The soft and semi-hard parton processes are included in the model within
the “semi-hard pomeron” approach. epos and qgsjet-ii calculations do not rely on the standard parton
distribution functions (PDFs) as used in generators such as pythia 8.

Different settings of model parameters optimised to reproduce existing experimental data are used in the
simulation. These settings are referred to as tunes. For pythia 8 two tunes are used, a2 [18] and mon-
ash [19]; for epos the lhc [20] tune is used. qgsjet-ii uses the default tune from the generator. Each tune
utilises 7 TeV minimum-bias data and is summarised in Table 1, together with the version of each gener-
ator used to produce the samples. The pythia 8 a2 sample, combined with a single-particle MC simulation
used to populate the high-pT region, is used to derive the detector corrections for these measurements.
All the events are processed through the ATLAS detector simulation program [23], which is based on
geant4 [24]. They are then reconstructed and analysed by the same program chain used for the data.

4. Data selection

The data were recorded during a period with a special configuration of the LHC with low beam currents
and reduced beam focusing, and thus giving a low expected mean number of interactions per bunch
crossing, ⟨µ⟩ = 0.005. Events were selected from colliding proton bunches using a trigger which required
one or more MBTS counters above threshold on either side of the detector.

Each event is required to contain a primary vertex, reconstructed from at least two tracks with a min-
imum pT of 100 MeV, as described in Ref. [25]. To reduce contamination from events with more than
one interaction in a bunch crossing, events with a second vertex containing four or more tracks are re-
moved. Events where the second vertex has fewer than four tracks are dominated by contributions where

4
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2. Monte Carlo Samples and Truth Association252

The ������ 8 [3], ������++ [4], EPOS [5] and QGSJET-II [6] event generators are used in this analysis.253

• In ������ 8 3, inclusive hadron-hadron interactions are described by a model that splits the254

total inelastic cross section into non-di�ractive and di�ractive processes. The non-di�ractive255

part is dominated by t-channel gluon exchange. Its simulation includes multiple parton-parton256

interactions (MPI). The di�ractive part involves a color-singlet exchange. It is further divided into257

single-di�ractive dissociation (SD) where one of the initial hadrons remains intact and the other is258

di�ractively excited and dissociates, and double-di�ractive dissociation (DD) where both hadrons259

dissociate. The sample contains ⇠22% SD and ⇠12% DD processes.260

To reproduce experimental data, the ATLAS minimum-bias tune A2 [7] is used, which is based on261

the MSTW2008LO PDF [8]. It provides a good description of minimum bias events and of the262

transverse energy flow data, a calorimeter-based minimum bias analysis performed with
p

s = 7263

TeV data [9].264

An alternative tune, Monash [10], is used for comparison. It uses updated fragmentation parameters265

compared to A2 and minimum-bias, Drell-Yan, and underlying-event data from the LHC to constrain266

ISR and MPI parameters. In addition, it uses SPS and Tevatron data to constrain the energy scaling.267

It uses the NNPDF2.3LO PDF [11]. This tune gives an excellent description of 7 TeV minimum268

bias pT spectrum.269

• In ������++ [4], inclusive hadron-hadron interactions are simulated by applying a MPI model for270

the non-di�ractive processes to events without hard scattering. It is therefore possible to generate an271

event with zero 2!2 partonic scatters, in which only beam remnants are produced without anything272

between them. These types of events look similar to double-di�ractive dissociation, even though273

������++ does not have any explicit model for di�ractive processes.274

The version 2.7.1 is used with a 7 TeV underlying event tune, UE-EE-5-CTEQ6 [12] with CTEQ6L1275

PDF [13] , which employs color reconnection and energy dependent MPI minimum pT cuto�. It276

provides simultaneously a good description of both the underlying event and the double parton277

scattering data by tuning the deep parton interaction (DPI) e�ective cross section.278

• EPOS stands for Energy conserving quantum mechanical approach, based on Partons, parton279

ladders, strings, O�-shell remnants, and Splitting of parton ladders. The latest version 3.4 is used,280

which is equivalent to 1.99 version with the so called LHC tune. It provides an implementation of a281

parton-based Gribov-Regge theory, which is an e�ective QCD-inspired field theory describing the282

hard and soft scattering simultaneously. Hence, the calculations do not rely on the standard parton283

distribution functions (PDFs) as used in generators like ������ 8 and ������++.284

• QGSJET-II o�ers a phenomenological treatment of hadronic and nuclear collisions at high energies,285

being developed in the Reggeon Field Theory framework. The soft and semi hard parton processes286

are included in the model within the “semi hard Pomeron” approach. Nonlinear interaction e�ects287

are treated by means of Pomeron Pomeron interaction diagrams.The latest model version comprises288

three important updates: treatment of all significant enhanced diagram contributions to the under-289

lying dynamics, including ones of Pomeron loops, re-calibration of the model with new LHC data,290

and improved treatment of charge exchange processes in pion-proton and pion-nucleus collisions.291

3 ������ version 8.18x
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hard and soft scattering simultaneously. Hence, the calculations do not rely on the standard parton283
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• QGSJET-II o�ers a phenomenological treatment of hadronic and nuclear collisions at high energies,285
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3 ������ version 8.18x
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6.3. Track reconstruction e�ciency240

The primary track reconstruction e�ciency, "trk, is determined from the simulation with a correction
applied to account for di↵erences between data and simulation in the amount of detector material between
the pixel and SCT detectors in the region |⌘ | > 1.5. The e�ciency is parametrised in two-dimensional
bins of pT and ⌘ and is defined as:

"trk(pT,⌘) =
Nmatched

rec (pT,⌘)
Ngen(pT,⌘)

,

where pT and ⌘ are generated particle properties, Nmatched
rec (pT,⌘) is the number of reconstructed tracks241

matched to a generated charged particle and Ngen(pT,⌘) is the number of generated charged particles in242

that bin. A track is matched to a generated particle if the weighted fraction of hits on the track origin-243

ating from that particle exceeds 50%. The hits are weighted according to their importance in the track244

reconstruction. The track reconstruction e�ciency depends on the amount of material in the detector, due245

to particle interactions that lead to e�ciency losses. The relatively large amount of material between the246

pixel and SCT detectors in the region |⌘ | > 1.5 has changed between Run 1 and Run 2 and comes in the247

form of complex structures that are di�cult to simulate accurately. The track reconstruction e�ciency in248

this region is therefore corrected using a method that compares the e�ciency to extend a track reconstruc-249

ted in the pixel detector into the SCT in data and simulation. Di↵erences in this extension e�ciency are250

sensitive to di↵erences in the amount of material in this region, which are then translated into a correction251

to the track reconstruction e�ciency. The correction together with the systematic uncertainty is shown in252

Figure 2(b). The uncertainty is 0.4% in the region |⌘ | > 1.5, coming predominantly from the uncertainty253

of the particle composition in the simulation used to make the measurement.254

The resulting reconstruction e�ciency as a function of ⌘ integrated over pT is shown in Figure 2(c).255

The track reconstruction e�ciency is lower in the region |⌘ | > 1 due to particles passing through more256

material in that region. The slight increase in e�ciency at |⌘ | ⇠ 2.2 is due to the particles passing through257

an increasing number of layers in the ID end-cap. Figure 2(d) shows the e�ciency as a function of pT258

integrated over ⌘.259

Systematic uncertainties on the part of the track reconstruction e�ciency derived from simulation result260

from the level of disagreement between data and simulation. A good description of the material in the261

detector in the regions not probed by the data-driven method described above is needed to obtain a good262

description of the track reconstruction e�ciency. The material within the ID was studied extensively263

during Run 1 [27], where it was constrained to within 5%. This gives rise to a systematic uncertainty264

on the track reconstruction e�ciency of 0.6% (1.2%) in the central (forward) region. Between Run 1265

and Run 2 the IBL was introduced, the simulation of which must therefore be studied with the Run 2266

data. Two data-driven methods are used: a study of secondary vertices from photon conversions (� !267

e+e�) and a study of secondary vertices from hadronic interactions, where the vertex mass and radii are268

measured. Comparisons between data and simulation indicate that the material in the IBL is constrained269

to within 10%. This leads to an uncertainty on the track reconstruction e�ciency of 0.1% (0.2%) in the270

central (forward) region. This uncertainty is added linearly with the uncertainty from contraints from271

Run 1, as it is assumed that it is more likely that material is missing in both cases. This uncertainty is272

combined quadratically with the uncertainty from the data-driven correction. The total uncertainty due to273

the knowledge of the detector material is 0.7% in the most central region and 1.5% in the most forward274

region.275
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SystemaEc	
  Uncertainty	
   Size	
  	
  
(7	
  TeV,	
  similar	
  in	
  all	
  phase	
  spaces)	
  

Track	
  SelecEon	
   1%	
  

Material	
   2%	
  -­‐	
  15%	
  

χ2	
  probability	
   10%	
  (only	
  for	
  pT	
  >	
  10	
  GeV)	
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DL	
  =	
  Donnachie	
  and	
  
Landshoff	
  (alternaEve	
  
pomeron	
  flux	
  model)	
  
	
  

SS	
  =	
  Schuler	
  and	
  
Sjöstrand	
  (default	
  
pomeron	
  flux	
  model)	
  

•  Primary	
  MC	
  samples	
  for	
  inelasPc	
  cross-­‐secPon	
  measurements	
  are	
  based	
  on	
  the	
  Pythia	
  8	
  
generator	
  either	
  with	
  the	
  A2	
  tune	
  and	
  the	
  MSTW	
  2008	
  LO	
  PDF	
  set	
  or	
  with	
  the	
  Monash	
  
tune	
  and	
  the	
  NNPDF	
  2.3	
  LO	
  PDF	
  set	
  (same	
  tunes	
  as	
  for	
  MinBias)	
  

In	
  the	
  DL	
  model,	
  
the	
  Pomeron	
  Regge	
  
trajectory	
  is	
  given	
  
by	
  α(t)=1+ε+α’t	
  
with	
  ε	
  and	
  α’	
  free	
  

parameters.	
  
Default	
  value	
  (0.25)	
  
was	
  used	
  for	
  α’,	
  but	
  
different	
  values	
  

(from	
  0.06	
  to	
  0.10)	
  
were	
  used	
  for	
  ε	
  

DL	
  models	
  are	
  
all	
  giving	
  
predicPons	
  

compaPble	
  with	
  
the	
  data	
  (the	
  
best	
  one	
  being	
  
DL	
  with	
  ε=0.10)	
  

SS	
  model	
  predicts	
  74.4	
  mb,	
  and	
  thus	
  exceeds	
  the	
  
measured	
  value	
  by	
  ~	
  4	
  σ	
  



•  Summarising	
  what	
  shown	
  in	
  the	
  previous	
  slides:	
  
	
  

•  ATLAS	
  used	
  Run	
  1	
  data	
  at	
  the	
  center-­‐of-­‐mass	
  energy	
  of	
  7	
  TeV	
  to	
  tune	
  Pythia’s	
  
MPI	
  parameters	
  à	
  A2	
  tune	
  for	
  MB	
  &	
  pile-­‐up	
  event	
  simulaEon	
  

	
  
•  Reasonably	
   good	
   descripEon	
   of	
   the	
   ATLAS	
   Run	
   2	
   charged	
   parEcle	
  

distribuEons,	
   but	
   overesPmaPon	
   of	
   the	
   fiducial	
   inelasEc	
   cross-­‐secEon	
  
compared	
  to	
  the	
  ATLAS	
  measurements	
  at	
  both	
  √s=	
  7	
  and	
  13	
  TeV	
  

	
  
•  <μ>	
  in	
  simulaPon	
  reweighted	
  to	
  match	
  data	
  	
  

•  rescaling	
  factor	
  (driven	
  by	
  the	
  fracPon	
  of	
  the	
  visible	
  cross	
  secPon	
  wrt	
  the	
  
total	
   inelasPc	
   cross	
   secPon	
   for	
   data	
   and	
   for	
   MC)	
   of	
   1.11	
   with	
   large	
  
uncertainPes	
  	
  

	
  
•  In	
   this	
   scenario,	
   the	
   idea	
   was	
   to	
   try	
   and	
   get	
   an	
   improved	
   tune	
   which	
   beker	
  

describes	
   the	
  visible	
   inelasEc	
  cross-­‐secEon	
  by	
  sPll	
  giving	
  good	
  predicEons	
  of	
   the	
  
charged	
  parEcle	
  distribuEons…	
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•  Pythia	
  8	
  (v.	
  8.186)	
  with	
  PDFs	
  taken	
  from	
  LHAPDF	
  version	
  6.1.3	
  	
  
•  Rivet	
  Analysis	
  Toolkit	
  (v.	
  2.4.1)	
  
•  PROFESSOR	
  MC	
  tuning	
  system	
  (v.	
  1.4.beta)	
  
•  Many	
  parameters	
  used	
  for	
  the	
  tuning,	
  each	
  of	
  them	
  evaluated	
  in	
  a	
  sampling	
  range	
  
•  StarPng	
  point	
  is	
  Monash	
  :	
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•  The	
   parameters	
   not	
   menPoned	
  
here	
   are	
   le}	
   unchanged	
   wrt	
  
Monash	
  

•  But…	
   two	
   important	
   aspects	
  
changed:	
  
•  Double	
  Gaussian	
  profile	
  with	
  2	
  

free	
   parameters	
   used	
   in	
   place	
  
of	
   the	
   exponenPal	
   overlap	
  
funcPon	
  used	
  by	
  Monash	
  

•  DL	
   diffracEon	
   model	
   used	
   in	
  
place	
   of	
   the	
   SS	
  model	
   used	
   in	
  
Monash	
   (and	
   in	
   all	
   the	
   others	
  
Pythia	
  tunes)	
  

	
  

DL	
  models	
  has	
  two	
  tunable	
  
parameters,	
  which	
  control	
  the	
  
Pomeron	
  Regge	
  trajectory	
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•  A	
  wide	
  range	
  of	
  analyses	
  used	
  for	
  the	
  tuning	
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p
s Measurement type Rivet name

13 TeV MB ATLAS_2016_I1419652 [3]
13 TeV INEL XS MC_XS [5]
7 TeV MB ATLAS_2010_S8918562 [11]
7 TeV INEL XS ATLAS_2011_I89486 [4]
7 TeV RAPGAP ATLAS_2012_I1084540 [15]
7 TeV ETFLOW ATLAS_2012_I1183818 [14]
900 GeV MB ATLAS_2010_S8918562 [11]
2.36 TeV MB ATLAS_2010_S8918562 [11]
8 TeV MB ATLAS_2016_I1426695 [16]

Table 2: Names of the River routines. The last two were not used in tuning, but are stated for completeness as the final
tune is compared to them. The ATLAS 13 TeV INEL XS routine was not available at the time of this work, but the
analysis is identical to ATLAS 7 TeV INEL XS, except the fiducial phase space definition and easily implementable
in MC_XS routine.

2.2 Tuning process

The following measurements were used in this tuning:

ATLAS

p
s = 13 TeV: charged particle minimum-bias distributions [3] (referred as MB) and fiducial

inelastic cross-section [5] (referred to as INELXS);

ATLAS

p
s = 7 TeV: charged particle distributions [11], transverse energy flow [14] with the same event

selection as the charged particle distributions, but including neutrals (referred to as ETFLOW),
rapidity gaps [15] (referred to as RAPGAP) and fiducial inelastic cross-section [4];

ATLAS

p
s = 900 GeV: charged particle minimum-bias distributions [11].

The above information, and the corresponding Rivet routine names are shown in Table 2.

The previous ATLAS tunes were performed using the P�������� automated tuning tool, where each bin of
each observable was parametrised as a N-dimensional 3rd order polynomial based on the sampled tune
points in the parameter hypercube (N being the number of tuned parameters). These parametrisations were
then used to calculate a �2 with respect to the reference data, which was numerically minimised in the
parameter space to find the best tune point. Weight factors were used in the �2 and degree of freedom, Ndf,
calculation to place increased emphasis on certain observables.

In the current tuning, a di�erent approach was taken in which di�erent parameters were tuned independently.
A full P�������� tune varies all parameters simultaneously and includes the possibility of correlations
between the optimal values for di�erent parameters. Tuning some parameters independently reduces the
ability to account for such correlations, which are anticipated to be small in the case of this more limited
tuning dataset.

The tune was performed in several steps:

1. One and half million soft-QCD inelastic pp events were generated for five hundred parameter points
from the hypercube of these seven parameter ranges. This was done for each of the three center of
mass energies.

4

Not	
  directly	
  used	
  for	
  the	
  tuning,	
  but	
  
compared	
  with	
  A3	
  a}er	
  the	
  tuning	
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•  New	
  approach:	
  
•  PROFESSOR	
   was	
   used	
   in	
   the	
   past	
   to	
   parameterise	
   each	
   bin	
   of	
   each	
  

observable	
  as	
  a	
  N-­‐dimensional	
  3rd	
  order	
  polynomial	
  (N	
  being	
  the	
  number	
  of	
  
tuned	
  parameters).	
  The	
  χ2	
  wrt	
  the	
  reference	
  data	
  was	
  then	
  minimised;	
  

•  Now:	
  
1.  Generate	
  so}	
  QCD	
  inelasPc	
  pp	
  events	
  	
  
2.  Tune	
   to	
   the	
   MB	
   observables	
   first	
   (only	
   measurements	
   available	
   at	
  

many	
  √s)	
  
3.  Add	
  other	
  measurements	
  and	
  check	
  effects	
  on	
  parameters	
  	
  
4.  Tune	
  everything	
  together	
  and	
  ensure	
  things	
  look	
  reasonable	
  
5.  Pick-­‐up	
  the	
  values	
  which	
  give	
  the	
  best	
  results	
  compared	
  to	
  data	
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Parameter Observation from Step 2 Observation from Step 3

MultipartonInteractions:pT0Ref Within 2.4 and 2.5 -
MultipartonInteractions:ecmPow Fixed at 0.21 Fixed at 0.21
MultipartonInteractions:coreRadius Poorly constrained Around 0.5
MultipartonInteractions:coreFraction Poorly constrained Poorly constrained
BeamRemnants:reconnectRange Around 6 or between 1.5 to 2 Between 1.5 to 2
Diffraction:PomFluxEpsilon Not constrained Between 0.055 and 0.075
Diffraction:PomFluxAlphaPrime Not constrained 0.25

Table 4: Summary from the step 2 and step 3 as described in Section 2.2

• The MultipartonInteractions:pT0Ref parameter was very well constrained by MB observables in
step 2. It was not seen to be very sensitive to ECM, but it did show a weak upward trend with
increasing ECM. This did not change in step 3.

• BeamRemnants:reconnectRange is known to be very sensitive to the event-wise correlation of mean
charged particle pT with charged particle multiplicity, as can be seen in [3]. The tuned value in
step 2 for each ECM was around 6, the 13 TeV and 900 GeV distributions had also shown some
clustering around a lower value of 2. Also, at

p
s = 900 GeV, the tune was seen to be more poorly

constrained than at the other two ECMs. However, at step 3, to describe the mean charged particle
pT against multiplicity better at all ECMs, a much lower value of BeamRemnants:reconnectRange
parameter was needed, in the range of 1–2. Additionally, it was seen that the lower value improves
the pT distribution at

p
s = 13 TeV as well. Consequently, BeamRemnants:reconnectRange parameter

was kept between 1 and 2.

• The double Gaussian matter distribution parameters, MultipartonInteractions:coreRadius parameter
and MultipartonInteractions:coreFraction parameter were poorly constrained by MB distributions
alone in step 2. In step 3, the MultipartonInteractions:coreRadius parameter was seen to have a
strong e�ect on most of the observables. The chosen lower BeamRemnants:reconnectRange parameter
value requires a lower of MultipartonInteractions:coreRadius parameter of about 0.5 to maintain
the consistency with the other observables.

• The di�raction parameters were not constrained at all in step 3 by the MB distributions. However
in step 3, by tuning with INELXS and RAPGAP results, Diffraction:PomFluxEpsilon parameter
preferred a tuned value around 0.070 – 0.085, and Diffraction:PomFluxAlphaPrime parameter
preferred a value around 0.25. This was subsequently fixed at 0.25. However, the ETFLOW
distribution strongly pulls Diffraction:PomFluxEpsilon parameter to a much lower value, to about
0.010, while MB ones prefer intermediate values. An intermediate range of values (0.055 – 0.075)
were thus probed for the final tune. From previous experience [2] it has been seen that a good
description of the central pseudorapidity bins of the ETFLOW is necessary for a good description of
reconstructed level

P
ET and missing-ET distributions.

• Note that in this study, the MultipartonInteractions:ecmPow parameter was fixed at 0.21.

6
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•  Weight	
   files	
   containing	
   all	
   available	
   measurements	
   at	
   all	
   centre-­‐of-­‐mass	
  
energies	
  constructed	
  to	
  be	
  used	
  in	
  Professor	
  framework	
  	
  

	
  
•  Final	
   parameters	
   chosen	
   to	
   get	
   the	
   best	
   descripPon	
   of	
   MB	
   observables	
   at	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  

√s	
  =	
  13	
  TeV	
  
•  Not	
  dramaPc	
  disagreement	
  with	
  MB	
  distribuPons	
  at	
  lower	
  √s	
  	
  

	
  
•  It	
   was	
   controlled	
   that	
   DiffracPon:PomFluxEpsilon	
   parameter	
   was	
   within	
   an	
  

appropriate	
  range	
  to	
  get	
  a	
  descripPon	
  of	
  the	
  inelasPc	
  cross	
  secPon	
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Parameter A3 value A2 value Monash value

MultipartonInteractions:pT0Ref 2.45 1.90 2.28
MultipartonInteractions:ecmPow 0.21 0.30 0.215
MultipartonInteractions:coreRadius 0.55 - -
MultipartonInteractions:coreFraction 0.90 - -
MultipartonInteractions:a1 - 0.03 -
MultipartonInteractions:expPow - - 1.85
BeamRemnants:reconnectRange 1.8 2.28 1.8
Diffraction:PomFluxEpsilon 0.07 (0.085) - -
Diffraction:PomFluxAlphaPrime 0.25 (0.25) - -

Table 5: Parameters of the P����� 8 A3, A2 and Monash tunes. The blank entries represent the parameters not tuned
in that particular tune. The numbers in parenthesis following the di�ractive parameters represent their default values.

3.2 Final tune

In order to get a final tune, consistent across all ECMs, weight files containing all available measurements
at all ECMs were constructed to be used in P�������� framework. The relative weights on di�erent
observables were varied in order to get better description of INEL XS and MB observables at

p
s = 13 TeV,

and the central bins of ETFLOW distribution. However, only the tunes with tuned parameters satisfying
the constrains arrived at Section 3.1 were considered further. This heuristic method has a similar outcome
to using a reduced parameter space in a P�������� tune. Furthermore, MultipartonInteractions:ecmPow
was fixed at Monash value. A few di�erent tune candidates were obtained.

Observing the trend from these tunes, a number of generator runs were performed, varying
BeamRemnants:reconnectRange parameter between 1.6�2.2, Diffraction:PomFluxEpsilon parameter between
0.055�0.075 and MultipartonInteractions:coreRadius parameter between 0.55�0.65. The final tune was
decided based on which combination resulted in the best description of MB observables at

p
s = 13 TeV, but

do not give dramatic disagreement with MB distributions at lower ECMs. Finally, since a major motivation
was to describe INELXS better, that was controlled by ensuring that Diffraction:PomFluxEpsilon parameter
was within an appropriate range. Table 5 shows the parameters of the final tune, named “A3”.

3.3 Comparison of A3 with previous tunes

In Figs. 1–5, the performance of the A3 tune can be seen for charged particle, transverse energy flow
and rapidity gap distributions, compared to the previous A2 and Monash tunes. The predicted values of
fiducial inelastic cross-section at

p
s = 7 TeV and 13 TeV for the tunes compared with data are shown in

Table 6. The A2 and Monash tunes both used the default Schuler–Sjöstrand model, so they both predict
the same value, denoted by SS. The fiducial inelastic cross section predictions from A3 are about 5%
lower compared to SS, which is somewhat closer to the values from data. This does not come at a cost of
sacrificing agreement with other distributions.

Fig. 1 shows that the new tune provides a small improvement in the modelling of charged particle
pseudorapidity distributions at

p
s = 8 TeV, and to a lesser extent, at

p
s = 13 TeV, at the expense of a

larger deterioration of the modelling of
p

s = 900 GeV data. Since the aim is to model soft collisions for
pile-up at

p
s = 13 TeV, the A3 tune’s mis-modelling of

p
s = 900 GeV data is acceptable.

7
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Wrt	
  other	
  tunes	
  based	
  on	
  SS	
  diffracPon	
  model:	
  	
  
•  Be�er	
  descripEon	
  of	
  the	
  Fiducial	
  InelasEc	
  Cross	
  secEon	
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ATLAS data (mb) SS (mb) A3 (mb)

At
p

s = 13 TeV 68.1 ± 1.4 74.4 69.9
At
p

s = 7 TeV 60.3 ± 2.1 66.1 62.3

Table 6: Fiducial inelastic cross-section measured by ATLAS at
p

s = 13 TeV [5] and at
p

s = 7 TeV [4] compared
with A3 and Schuler and Sjöstrand (SS) model predictions. The SS model is used in both A2 and Monash tunes. A3
uses the DL model, with two tuned parameters Diffraction:PomFluxEpsilon= 0.07 and Diffraction:PomFluxAlphaPrime
= 0.25.

In Fig. 2 for charged particle multiplicity, A3 is comparable to other tunes except at
p

s = 900 GeV. Atp
s = 13 TeV, A2 describes the low multiplicity part better than A3 in the range of 40–60 charged particles.

The shape of the distribution predicted by the new tune is consistent across the ECMs. Compared to A2,
A3 provides a slightly worse description of the charged particle multiplicity distribution, which coincides
with an improved charged particle pT distribution that performs similarly to Monash, as shown by Fig. 3.
In all cases,

p
s = 8 TeV results are very similar to those at

p
s = 7 TeV. In Fig. 4, which shows the mean

pT against charged particle multiplicity correlation, the choice of lower colour reconnection strength led to
slight improvement over A2.

Although the
p

s = 2.36 TeV [11] and
p

s = 8 TeV charged particle distributions [16] were not used in
tuning, comparisons are made with those distributions for completeness.

In Fig. 5, the A3 performs at the same level as A2 for the important first two bins of
P

ET distribution.
The rapidity gap distributions are better described by A3 when a high pT threshold is present, and a more
ambiguous change when the lowest pT threshold is used; A3’s description of the lowest pT threshold
distribution shows an improved average, but a greater degree of structure relative to data. The rise of the
gap activity as a function of �⌘ is governed by the Pomeron intercept in di�ractive models, so tuning the
di�ractive model should improve the description of these distributions. The A3 tune does not improve the
description of the low pT region dominated by di�raction, which can be looked at in the future by using the
data only at high �⌘, as was done in the measurement [15].

One of the main determinants of the size of any < µ > rescaling that is used in the simulation of pile-up is
the tune’s ability to describe the observed reconstructed

P
ET that is deposited in the calorimeter. Although

A2 overestimates the mean pT at high multiplicity, it also underestimates the number of high multiplicity
events, and those two deficiencies tend to cancel out when considering the total energy deposited in the
calorimeter, leading to a satisfactory performance. Further studies involving a full simulation of the
detector are required in order to show whether A3 provides an equally good description as A2 when used
to model events with large pile-up.

Finally, in Table 7, the �2 values are shown for the A2, Monash and A3 tunes, divided by the number of
degrees of freedom for the distributions, which evaluates the compatibility of the measured data with the
distribution predicted by each tune. The full range of distributions are considered for �2 calculations,
although the tuning does not concentrate on the high-multiplicity or high pT tails of the distributions.
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Figure 1: The P����� 8 A3, A2 and Monash tune predictions compared with ATLAS charged particle pseudorapidity
distributions at five di�erent center-of-mass energies [3, 11, 16], 900 GeV(top left), 2.36 TeV(top right), 7 TeV(middle
left), 8 TeV(middle right), and 13 TeV(bottom). The yellow shaded areas represent the measurement uncertainty.

9

•  Be�er	
   descripEon	
   of	
   charged	
   parEcles	
   η	
   distribuEons	
   at	
   the	
   highest	
   centre-­‐of-­‐
mass	
  energy	
  

N
o

t
r
e
v

i
e
w

e
d

,
f
o

r
i
n

t
e
r
n

a
l

c
i
r
c
u

l
a

t
i
o

n
o

n
l
y

ATLAS Data

A2

Monash

A3

ATLAS Simulationp
s = 0.9 TeV

0

0.2

0.4

0.6

0.8

1

1.2

1.4

Charged particle ⌘, track p? > 500MeV, for Nch � 1

1
/N

ev
d
N

ch
/d

⌘

-2 -1 0 1 2

0.8

0.85

0.9

0.95

1.0

1.05

1.1

1.15

⌘

M
C
/
D
a
t
a

ATLAS Data

A2

Monash

A3

ATLAS Simulationp
s = 2.36 TeV

0

0.5

1

1.5

2

Charged particle ⌘, track p? > 500MeV, for Nch � 1

1
/N

ev
d
N

ch
/d

⌘

-2 -1 0 1 2

0.8

0.85

0.9

0.95

1.0

1.05

1.1

1.15

⌘

M
C
/
D
a
t
a

ATLAS Data

A2

Monash

A3

ATLAS Simulationp
s = 7 TeV

0

0.5

1

1.5

2

2.5

Charged particle ⌘, track p? > 500MeV, for Nch � 1

1
/N

ev
d
N

ch
/d

⌘

-2 -1 0 1 2

0.8

0.85

0.9

0.95

1.0

1.05

1.1

1.15

⌘

M
C
/
D
a
t
a

ATLAS Data

A2

Monash

A3

ATLAS Simulationp
s = 8 TeV

0

0.5

1

1.5

2

2.5

Charged particle ⌘, p? > 500MeV, |⌘| < 2.5, for Nch � 1

1
/N

ev
d
N

ch
/d

⌘

-2 -1 0 1 2

0.8

0.85

0.9

0.95

1.0

1.05

1.1

1.15

⌘

M
C
/
D
a
t
a

ATLAS Data

A2

Monash

A3

ATLAS Simulationp
s = 13 TeV

0

0.5

1

1.5

2

2.5

3

Charged particle ⌘, p? > 500MeV, |⌘| < 2.5, ⌧ > 300 ps

1
/N

ev
d
N

ch
/d

⌘

-2 -1 0 1 2

0.8

0.85

0.9

0.95

1.0

1.05

1.1

1.15

⌘

M
C
/
D
a
t
a

Figure 1: The P����� 8 A3, A2 and Monash tune predictions compared with ATLAS charged particle pseudorapidity
distributions at five di�erent center-of-mass energies [3, 11, 16], 900 GeV(top left), 2.36 TeV(top right), 7 TeV(middle
left), 8 TeV(middle right), and 13 TeV(bottom). The yellow shaded areas represent the measurement uncertainty.
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Figure 1: The P����� 8 A3, A2 and Monash tune predictions compared with ATLAS charged particle pseudorapidity
distributions at five di�erent center-of-mass energies [3, 11, 16], 900 GeV(top left), 2.36 TeV(top right), 7 TeV(middle
left), 8 TeV(middle right), and 13 TeV(bottom). The yellow shaded areas represent the measurement uncertainty.
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Figure 2: The P����� 8 A3, A2 and Monash tune predictions compared with ATLAS charged particle multiplicity
distributions at five di�erent center-of-mass energies [3, 11, 16], 900 GeV(top left), 2.36 TeV(top right), 7 TeV(middle
left), 8 TeV(middle right), and 13 TeV(bottom). The yellow shaded areas represent the measurement uncertainty.
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Figure 2: The P����� 8 A3, A2 and Monash tune predictions compared with ATLAS charged particle multiplicity
distributions at five di�erent center-of-mass energies [3, 11, 16], 900 GeV(top left), 2.36 TeV(top right), 7 TeV(middle
left), 8 TeV(middle right), and 13 TeV(bottom). The yellow shaded areas represent the measurement uncertainty.
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Figure 2: The P����� 8 A3, A2 and Monash tune predictions compared with ATLAS charged particle multiplicity
distributions at five di�erent center-of-mass energies [3, 11, 16], 900 GeV(top left), 2.36 TeV(top right), 7 TeV(middle
left), 8 TeV(middle right), and 13 TeV(bottom). The yellow shaded areas represent the measurement uncertainty.
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Figure 3: The P����� 8 A3, A2 and Monash tune predictions compared with ATLAS charged particle transverse
momentum distributions at five di�erent center-of-mass energies [3, 11, 16], 900 GeV(top left), 2.36 TeV(top right),
7 TeV(middle left), 8 TeV(middle right), and 13 TeV(bottom). The yellow shaded areas represent the measurement
uncertainty.
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Figure 3: The P����� 8 A3, A2 and Monash tune predictions compared with ATLAS charged particle transverse
momentum distributions at five di�erent center-of-mass energies [3, 11, 16], 900 GeV(top left), 2.36 TeV(top right),
7 TeV(middle left), 8 TeV(middle right), and 13 TeV(bottom). The yellow shaded areas represent the measurement
uncertainty.
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Figure 3: The P����� 8 A3, A2 and Monash tune predictions compared with ATLAS charged particle transverse
momentum distributions at five di�erent center-of-mass energies [3, 11, 16], 900 GeV(top left), 2.36 TeV(top right),
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uncertainty.
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•  Charged	
   parEcles	
   <pT>	
   vs	
   mulEplicity:	
   the	
   choice	
   of	
   lower	
   colour	
   reconnecPon	
  
strength	
  (BeamRemnants:reconnectRange	
  =	
  1.8	
  in	
  A3	
  and	
  Monash,	
  2.28	
  in	
  A2	
  )	
  led	
  
to	
  slight	
  improvement	
  over	
  A2	
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Figure 4: The P����� 8 A3, A2 and Monash tune predictions compared with ATLAS charged particle mean transverse
momentum against multiplicity distributions at four di�erent center-of-mass energies [3, 11, 16], 900 GeV(top
left),7 TeV(top right), 8 TeV(bottom left), and 13 TeV(bottom right). The yellow shaded areas represent the
measurement uncertainty.
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•  Charged	
   parEcles	
   <pT>	
   vs	
   mulEplicity:	
   the	
   choice	
   of	
   lower	
   colour	
   reconnecPon	
  
strength	
  (BeamRemnants:reconnectRange	
  =	
  1.8	
  in	
  A3	
  and	
  Monash,	
  2.28	
  in	
  A2	
  )	
  led	
  
to	
  slight	
  improvement	
  over	
  A2	
  	
  

8	
  TeV	
  

0.9	
  TeV	
  

13	
  TeV	
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Figure 4: The P����� 8 A3, A2 and Monash tune predictions compared with ATLAS charged particle mean transverse
momentum against multiplicity distributions at four di�erent center-of-mass energies [3, 11, 16], 900 GeV(top
left),7 TeV(top right), 8 TeV(bottom left), and 13 TeV(bottom right). The yellow shaded areas represent the
measurement uncertainty.
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•  Transverse	
  Energy	
  Flow	
  and	
  Rapidity	
  Gap	
  distribuEons	
  at	
  7	
  TeV	
  

ATL-­‐PHYS-­‐PUB-­‐2016-­‐017	
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Figure 5: The P����� 8 A3, A2 and Monash tune predictions compared with ATLAS transverse energy flow [14]
(top left) and rapidity gap [15] distributions for di�erent pT requirements at 7 TeVcenter-of-mass energy. The yellow
shaded areas represent the measurement uncertainty.
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•  Features	
  of	
  A3:	
  

	
  
•  Aimed	
  at	
  modeling	
  low-­‐pT	
  QCD	
  processes	
  at	
  the	
  highest	
  energies	
  
•  Different	
  diffracPon	
  model	
  wrt	
  other	
  tunes	
  (DL	
  vs	
  SS)	
  
•  Early	
  ATLAS	
  Run	
  2	
  so}-­‐QCD	
  results	
  at	
  13	
  TeV	
  added	
  in	
  the	
  tuning	
  
	
  

•  Performance:	
  
	
  

•  PredicPons	
  of	
  inelasPc	
  cross-­‐secPons	
  closer	
  to	
  the	
  measured	
  values	
  
•  Reasonable	
  predicPons	
  of	
  charged	
  parPcles	
  distribuPons	
  
	
  
	
  

•  Message	
  to	
  take	
  away:	
  
	
  

•  Acceptable	
  descripPon	
  of	
  data	
  can	
  be	
  achieved	
  by	
  using	
  the	
  Donnachie-­‐
Landshoff	
  model	
  for	
  diffracPon	
  

•  Possible	
  starPng	
  point	
  for	
  further	
  systemaPc	
  studies	
  of	
  so}-­‐QCD	
  tunes	
  
•  An	
  improved	
  and	
  more	
  reliable	
  simulaPon	
  of	
  pile-­‐up	
  overlay	
  can	
  be	
  obtained	
  	
  

Now	
  moving	
  to	
  something	
  else…	
  


