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* Inthis talk
Focus on 13 TeV Charged-Particle Distributions and comparison with results at lower

centre-of-mass energies

e Qverview of :
Bose-Einstein Correlation at 0.9 and 7 TeV

* Exclusive di-lepton production at 7 TeV

e Exclusive W*W- production at 8 TeV
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Why is Minimum Bias important?

* Inclusive charged-particle measurements in pp collisions provide insight into the
strong interaction in the low energy, non-perturbative QCD region

* Inelastic pp collisions have different compositions

* Main source of background when more than one interaction per bunch crossing 2>
good modeling of min bias events needed for pile-up simulation

* Perturbative QCD can not be used for low transfer momentum interactions
* ND described by QCD-inspired phenomenological models (tunable)
 SD and DD hardly described and few measurements available

Goal:

Measure spectra of primary charged particles corrected to hadron level
Inclusive measurement — do not apply model dependent corrections -> allow
theoreticians to tune their models to data measured in well defined kinematic ranges

March 2nd, 2017 V. Cairo 3



Minimum Bias measurements in ATLAS:

Minimum Bias at the LHC

0.9 TeV (03/2010)

* 1 phase space (1 charged particle, 500 MeV, |n|<2.5)
0.9,2.36,7TeV (12/2010)

* 3 phase spaces (1, 2, 6 charged particles, 100-500 MeV, |n|<2.5)
0.9, 7 TeV (12/2010)

* CONFNote — 2 phase spaces (1 charged particle, 500-1000 MeV, |n|<0.8)
8 TeV (03/2016)

* 5 phase spaces (1, 2, 6, 20, 50 charged particles, 100-500 MeV, |n|<2.5)
13 TeV (02/2016)

* 2 phase spaces (1 charged particle, 500 MeV, |n|<2.5, 0.8)
13 TeV (06/2016)

* 1 phase space (2 charged particles, 100 MeV, |n|<2.5)

Minimum Bias measurements in CMS:
* 0.9,2.36(02/2010)

Latest Minimum Bias measurements in ALICE:

* Charged hadrons
« 7TeV(02/2010)
* Charged hadrons
e 0.9,2.36,7TeV(11/2010)
* 5 pseudorapidity ranges from |eta|<0.5 to |eta|<2.4
* 8TeV (05/2014) — with Totem
* |n|<2.2,5.3<|n|<6.4
« 13TeV (07/2015)
* no magnetic field

13 TeV (12/2015)
* Pseudorapidity distribution in |n|<1.8 is
reported for inelastic events and for events
with at least one charged particlein |n|< 1

* Transverse momentum distribution in 0.15 <
p; < 20 GeV/c and |n|< 0.8 for events with
at least one charged particlein |n|< 1

Minimum Bias measurements in LHCb: Summarising:
e 7TeV(12/2011) Very different detectors, but trying to have
«  p;>1GeV,-2.5<n<-2.0, 2.0<n<4.5 some common phase space to compare
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Minimum Bias in ATLAS

* ATLAS is a general purpose detector with a tracking system ideal for the measurement of
particle kinematics

* New Insertable B-Layer (IBL) added to the tracking system during Long Shutdown 1

First Stable Beams

AT LAS A 6 [ T T T T T T T T T ]
n = L ) =
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Interaction Point g 1

proton-proton collisions at 13 TeV e 0.95F E

25 -2 15 1 05 0 05 1 15 2 25

* To study an Extended Phase Space with p; > 100 MeV a robust low p; reconstruction is
fundamental!
* Possible in Run 1, but much improved in RUN 2 thanks to the IBL which allows to use an
extra measurement point
* Critical evaluation of the systematics when going to very low p;
 Main source is the accuracy with which the amount of material in the Inner Detector
is known

 Material studies are fundamental - details in the next slides
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Analysis Overview

Trigger Vertex Tracking

w A - Secondary +
Efficiency + Efficiency + Efficiency + .

Uncertainties Uncertainties Uncertainties Racertainties

¥ $

Measure n. of tracks VS n and p;
Multiplicity
Average p, VS Multiplicity
$ $

In this talk:

* Focus on the nominal phase space investigated within the Minimum Bias analysis at

13 TeV and comparison with the other phase spaces, where relevant:
* Nominal: pr > 500 MeV, [n|< 2.5 (All the details in the next slides, Phys. Lett. B 758, 67-88 (2016))
* Reduced: p;>500 MeV, |n|< 0.8 (For comparison to the various detectors, phys. Lett. B 758, 67-88 (2016))
* Extended: p;>100 MeV, |n|< 2.5 (Toinvestigate the low p; region - Eur. Phys. J. C (2016) 76:502)

 Comparison with results at lower center-of-mass energy
* 8TeV results recently published, Eur. Phys. J. C (2016) 76:403
* High multiplicity phase spaces (ng4,>20,50) investigated for the first time in ATLAS
for a more comprehensive understanding of the minimum bias events
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Minimum Bias Analysis at 13 TeV:
Event Selection

e Accepted on single-arm Minimum Bias Trigger Scintillator (MBTS)
* Primary vertex (2 tracks with p; >100 MeV)
* Veto on any additional vertices with > 4 tracks
e At least 1 selected track:
* p;>500MeVand |n| <2.5(Nominal phase space) or |n| < 0.8 (Reduced phase space)
e Or at least 2 selected tracks:
* p;>100MeVand |n| < 2.5 (Extended phase space)

* For each track: TRT{
* Atleast 1 Pixel hit
* At least :
«  2SCT hits if p; <300 MeV { =
* 4 SCT hits if p; <400 MeV

* 6 SCT hits if p; >400 MeV
IBL hit required Pixels{
|doBt| < 1.5 mm (transverse impact parameter w.r.t beam line) =0
| Az,sinO| < 1.5 mm (Az, is the difference between track z, and vertex z position)
Track fit x? probability > 0.01 for tracks with p; > 10 GeV

Primary Charged Particles: charged particles with a mean lifetime > 300 ps, either
directly produced in pp interactions or from subsequent decays of directly produced

particles with < 30 ps = strange baryons excluded (more details in the next slides)
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Data and Simulation Samples

Simulation:
* Pythia8
e A2 - ATLAS Minimum Bias tune, based on MSTW2008LO
* Monash = alternative tune, based on NNPDF2.3LO
 EPOS 3.1 - effective QCD-inspired field theory, tuned on cosmic rays data
 QGSIJET-Il - based on Reggeon Field Theory, no color reconnection

Data:

151 pb-t
8,870,790 events selected, with
106,353,390 selected tracks
(500 MeV)

Using the two 13 TeV runs with
low mean number of interactions ﬁ
per bunch crossing (<pu>~ 0.005)

In the 100 MeV case: nearly double tracks, but more difficult measurement due to
increased impact from multiple scattering at low pt and imprecise knowledge of the
material in the ID
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Track Reconstruection Efiiciency

Trigger Vertex Tracking Becondarvl
Efficiency + Efficiency + Efficiency + Unce rtair:tYies
Uncertainties Uncertainties Uncertainties
¥ ¥
Measure n. of tracks VS n and p,
Multiplicity
Average p; VS Multiplicity
$ $

Unfolding

* Main ingredient for the Minimum Bias analysis

 Critical evaluation of the systematics when going to very low p;

At 13 TeV, different approaches taken for the nominal and the
extended phase space = discussed in the next slides
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Track Reconstruction Efificiency
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Systematic Uncertainty S S
(Vs=13 TeV, p;>500 MeV) (Vs=13 TeV, p;>100 MeV) (Vs=8 TeV, p;>100 MeV)
Track Selection 0.5% 0.5%
0.5% - 8%
X2 probability 0.5% - 5% 0.2% - 7%
= o/ _ o, . 1.6% = 3-5%
Material 0.6% - 1.5% 1% - 9% (up t0 8% for p. < 150 MeV)

Systematic uncertainty dominated by the lack of knowledge of the material distribution!
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Material Studies

* The accuracy with which the amount of material in the ID is known contributes the

largest source of uncertainty on the simulation-based estimate of the track
reconstruction efficiency

 Complementary tracking studies to probe the changes made to the ID during LS1
* new smaller beam pipe installed together with the IBL
* new more robust pixel service connections installed at the same time

METHOD SENSITIVE REGION

Beam Pipe — Pixel —

Hadronic Interactions Rat .
adronic Interactions Rate First SCT layer

Beam Pipe — Pixel — (@

: s T L ——
FIrSt SCT Iayer BP + IBL + Pixel PST SCT

<4—» SCT Extension 4—p

Photon Conversions Rate

SCT Extension Efficiency Pixel Services

—>
Photon Conversions

Hadronic Interactions

* First qualitative results released in a PUBNote (ATL-PHYS-PUB-2015-050) in November 2015
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Data-driven correction io the Tracking Eifficiency
* SCT-Extension Efficiency: rate of pixel stand-alone tracks successfully extended to
include SCT clusters and to build a full silicon track = | g_ - Niscue(matched)

M tracklet

* In the 500 MeV phase space, the track reconstruction efficiency in the region
1.5< |n| < 2.5 is corrected using the results from the SCT-Extension Efficiency

SCT-Extension Efﬁcnency Tracking Efficiency Correction
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n

* Shape of the Data to Simulation ratio of the SCT-Extension Efficiency reflected into the shape of
the correction applied to the Tracking Efficiency
* Big reduction of the systematic uncertainties

* Only applied in the Nominal phase space due to issues extrapolating to low p;
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Trigger and Vertex Reconstruciion Efiiciency

Trigger Vertex Tracking

Efficiency + Efficiency + Efficiency +
Uncertainties Uncertainties Uncertainties

Measure n. of tracks VS n and p;
Multiplicity
Average p; VS Multlpllc1ty

Unfoldlng

5’ 1'_ ! I . . . (>.)‘ 1__ | | o I B
8 1 ool = o f s - T ]
o0 9985 evall:atlef by usmgda . % 0.98¢ (nayro-2) — N(MBTS triggered (1 nyex = 1) -
© 0.996F control trigger an - [ Cvix\Mse - N(MBTS1 trizgered ]
5 - i the MBTS trigger . > 0.961 ( geered) ]
5 0.994 = + C ]
'90 9990 & Data E g 0.94- & Data 2015 =
= - ] - .
0.99F ATLAS - 0.92 ATLAS Preliminary 7
3_+_ (s =13 TeV ’ - \s=13TeV ]
0.988F ni%% =1, p_>500 MeV, Inl <2.5 0.9 Ngg 21, p, > 500 MeV, || <2.5 B
C corig (e ™) = N(MBTS1 triggered M sptrk triggered) | Y —— -
0986_— trig \Msel - N(sptrk triggered) - O 88:, Ll | T TR | l ]

2 4 6 8 10 ' 1 2 3 4 5 6 7
nno-z PBL
* Evaluated from Data sel sel

 Dependence on kinematic quantities studied:
* negligible p;-dependence
* visible n-dependence

* negligible systematic uncertainties
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3ackground evaluation

Trigger Vertex Tracking e condarv
Efficiency + Efficiency + Efficiency + Unce rtair:tYies
Uncertainties Uncertainties Uncertainties
¥ ¥
Measure n. of tracks VS n and p,
Multiplicity
Average p; VS Multiplicity
$ $

Unfolding

Background contributions to the tracks from primary
particles include:

e Strange baryons

e Secondary particles

Fak k y * Negligible in the 500 MeV phase space
¢ ake tracks
\) * Non-negligible in the 100 MeV phase space
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Common treatment of the Strange Baryons in
all the 8 and 13 TeV analyses

* Particles with lifetime 30 ps < t < 300 ps
(strange baryons) are no longer considered
primary particles in the analysis, decay
products are treated like secondary particles

* Low reconstruction efficiency (<0.1%) and
large variations in predicted rates lead to a
model dependence (very different
predictions in Pythia8 and EPOS)

* Final results produced with and without the
strange baryons to allow comparison with
previous measurements

March 2nd, 2017 V. Cairo

lm Strange Baryons

Generated fraction
of strange baryons [%]
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Secondaries

Rate measured in data by performing a fit to the transverse impact parameter distribution
More detailed evaluation of secondaries in the 100 MeV phase-space with respect to the

500 MeV

Create templates from:

pr < 500 MeV, split

templates: primary,
non-electrons, electrons
and fakes

p; 2 500 MeV,
combined template:
primary and secondary

Split templates only for p; < 500 MeV:
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non-electron secondary particles = d.8 reflects the radial location at which the

secondaries were produced
Different processes for conversion and hadronic interaction leading to differences

in the radial distributions = electrons mostly produced from conversions in the

beam pipe
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Sysiematic Uncertainties Breakdown

e Zooming-in on some of the systematic uncertainties at 13 TeV (full list in the extra slides)

Systematic Distribution Size Size
Uncertainty (vs=13 TeV, p;>500 MeV) (Vs=13 TeV, p,>100 MeV)
Track Reconstruction n 0.5% - 1.4% 1-7%
Efficiency P; 0.7% 1-6%
n 0.5% 0.5%
Non-primaries

pr 0.5% - 0.9% 0.5% -1 %

n 0.7% 0.4-1%
Non-closure

pr 0% - 2% 1% -3%

* Main systematic uncertainty on the final measurement due to the uncertainty on the
track reconstruction efficiency

* Smaller systematics in the nominal phase space than in the extended one thanks to
the data-driven correction applied to the tracking efficiency
17
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Corrections

Trigger and Vertex efficiency: event-wise correction

1 1
WCV (n?eI]J9 77) — BL

: ’
Etrig (n?eLf) Evix (nsel 1)

Tracking efficiency: track-wise correction

(1 = fsec(p1 ) = fob(PT) = fore(PT> M),

wuk(pT, ) = e () : l

secondary tracks

strange baryons

outside kinematic range

Bayesian unfolding to correct both the multiplicity n,, and p+

Additional correction for events out of kinematic range e.g. events with
>1 particles but < 1 track

* Mean p; vs ng, bin-by-bin correction of average p;, then n_, migration
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Measurement spans

10 orders of
magnitude

Low ng, not well modelled by any MC; large
contribution from diffraction;
Models without colour reconnection (QGSJET) fail
to model scaling with nch very well

Some Models/Tunes give remarkably good predictions (EPOS, Pythia8)
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* Upto 7% of systematics
in the high eta region
* Good prediction by all
the generator, except
Pythia 8 A2 which lies
below the data

Difficult predictions

in the low p; region
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Good data/MC agreement given by EPOS (within
2%), worse predictions given by the other
generators

EPOS gives the best prediction!
Much clearer in this low p; regime than in the nominal phase space!
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* EPOS gives good prediction Above 1 GeV, good None of the models is consistent with the data
in the central region and predictions given by although the Epos LHC model provides a fair
overestimates data in the Pythia 8 Monash description
forward region
* Pythia 8 A2 lies below the
data, while Pythia 8 Monash
and QGSJet overestimate
data
EPOS gives the best prediction!
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Ratio

Final Resulis = Comparison wiith previous analyses

Extended Phase Space (p; >100 MeV, |n|<2.5)

o Mee2p>100MeV,ini<25 | 2 b nge2,p>100MeV,ini<25 ] D Cnge2p >100MeVi<2s ] D 8ng=2p >100MeV, <25 -
r ATLAS \'s = 0.9 TeV Z & ATLAS\s =7 TeV 7 5% Br>s00ps 4 z° [ t>300ps
R E S 4 ATLAS \s=8TeV E © 75 ATLAS Vs =13 TeV =
z 5 f z
= 6y § 6 T
: s 51 E
E 4= a4 = j;
2 == Data 2009 - 3; == Data 2010 é 3; == Data 2012 E 6f —e- Data
F — PYTHIA ATLAS AMBT1 F — PYTHIA ATLAS AMBT1 c — PYTHIA 8 A2 E - — PYTHIA 8 A2
L ==+ PYTHIA ATLAS MC09 oF -=--PYTHIA ATLAS MC09 oF —- PYTHIA 8 Monash = 55 — PYTHIA 8 Monash ]
1 —-PYTHIA DW — F —-PYTHIA DW 3 E e EPOS LHC 3 o EPOS LHC
L -- PYTHIA8 1= -- PYTHIA8 4 1= -= QGSJET 11-04 = 3 == QGSJET 1I-04
e PHOJET . Eo PHOJET : E f st ]
125 o Data Uncertaios T 127 = Data Uncertainties
---- MC /Data L. === MC/Data S 1.1 - g
1 2 1 S S— 3
o8 R B g 0.9;”"” , o, : :
2 E AT 05 0 05 T 15 255 253151050 05 115 2 25 0%5 5151050 05 1 15 2 25
il il n n
* Strong dependence on the ID material in the forward region!
* From 7 to 8 TeV, up to 50% improvement in the central region and
65% improvement in the high eta region thanks to the good
knowledge of the material in the ID achieved at the end of Run 1
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Bonus 1 = High Multiplicity Regime at 8 TeV
 Compared with earlier studies, the 8 TeV analysis also presents ATLAS
measurements of final states at high multiplicities of n>20 and n,250

Phase Space 1/Ngy - dNegp/dn at n =0
nen > pr(MeV] > 7> 300ps (fiducial) 7 > 30ps (extrapolated) =e= Data 2012
2 100 5.64 +0.10 571 +0.11 — PYTHIA 8 A2
1 500 2.477 4+ 0.031 2.54 =+ 0.04 —- PYTHIA 8 Monash
6 500 3.68 + 0.04 378 +£005 e EPOS LHC
‘1'— L 20 500 6.50 =+ 0.05 6.66  + 0.07 | - QGSJET 11-04

o0 200 12.40 = 0.15 12.71 £ 0.18 j

n. 220 n.,250

e — . —_ —~ . ————— . = R RN R R R R RN LR RS — 104 -
5 9o CLZ 20, p. =500 MeV, byl <25 L ]8;3%;20 p. > 500 MeV, Iyl <2.5 2 16| Men = 50, ;. >500 MeV, Iyl <2.5 4 > 10 ”ch250 P > 500 VeV, ""<25 =
< 8i1:>300 bs T E > 102;1:>300 bs T >° E T > 300 ps 3 & 1025 ©>300 ps <
2 E ATLAS (5=8TeV 1 S oL ATLAS Vs=8Tev T 14 ATLAS Vs=8TeV = = 10mATLAS (s=8TeV =
s 70 esmimmoesmee S g dF I S — EE- 915 3
Zz T —o S 107F = - o 3 E
S e e I e = &b i 2 102F E
o o = E 10 §103E =
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S E;gglﬁ:cMonaSh 1 5 18‘92— ----- EEB’;"CSCM"”*’S“ S B S EPOS LI-?C onee ] 3107°E --- EPOS L:c onee
£ - QGSJET Il-04 3  Z10'°F -~ QGSJET Il-04 g 2l " QGSJET 1104 4 £107°F -~ QGSJET Il-04
g 1 "0 - i 1 "0
@ 1AL 1 s 15 = i S 150
© F © E._ © © Fo,
S | Q. S S
2 o9 1 2o = 09 1 =05
_2:_5 _‘2_1‘_5 _‘1 _d_5 0 0_‘5 1 1_‘5 2 2:_5 - 1 —27.5 —‘2—1‘.5 —‘1 —6.5 0 0:5 1 1:5 2 27.5 ) 1 0
n n p. [GeV]
Pythia 8 A2 describes Fair prediction by All models overestimate Fair prediction by
the plateau in the Pythia8 and EPOS at dataat [n| > 1.7 but better Pythia8 and EPOS at
. description in the central
central region well low p; but large P _ low p; but large
o . region . .
deviation at high deviation at high
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Final Results
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 Mean number of primary charged particles increases by a factor of 2.2 when
Vs increases by a factor of about 14 from 0.9 TeV to 13 TeV!
* Looking at the overall picture, best predictions for this observable is given by
EPOS followed by Pythia 8 A2 and Monash!
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Measurement type

Rivet name

13 TeV
13 TeV
7 TeV

7 TeV

7 TeV

7 TeV
900 GeV

MB
INEL XS
MB
INEL XS
RAPGAP
ETFLOW
MB

ATLAS_2016_11419652 [3]
MC_XS [5]
ATLAS_2010_S8918562 [11]
ATLAS_2011_I89486 [4]
ATLAS_2012_11084540 [15]
ATLAS_2012_11183818 [14]
ATLAS_2010_S8918562 [11]

Bonus 2 = Pythia 8 A3

13 TeV MinBias results already used for a new Pythia 8 Tune: Pythia 8 — A3 (ATL-PHYS-PUB-2016-017)

13 TeV, <p> vs multiplicity

[GeV]

(p1)

2.36 TeV

MB

ATLAS_2010_S8918562 [11]

Charged (p1) vs. Nen, track p; > 500 MeV, for Ng, > 1
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Not directly used for the tuning, but
compared with A3 after the tuning
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Beose-Einstein Correlation

* Particle correlations play an important role in the understanding of multi-particle production
* Correlations between identical bosons, called Bose-Einstein Correlations (BEC), are a well-
known phenomenon in high-energy and nuclear physics

> .
Two-particle
Cs(p1,p2) = M probability density
po(p1,p2) function
Reference probability density function Four-momenta of two
constructed to exclude BEC effects identical bosons

* They represent a sensitive probe of the space-time geometry of the hadronization region and
allow the determination of the size and the shape of the source from which particles are
emitted

* Analysis of BEC dependence on particle multiplicity and transverse momentum helps to
understand the multi-particle production mechanism

* Studies of one-dimensional BEC effects in pp collisions at centre-of-mass energies of 0.9 and
7 TeV are presented for both minimum bias and high-multiplicities data

Q* = —(p1 = 12)*| = |0y@) = 2D _ g1+ 20, QRN +2@)| TP | Ry(0) = 2@ _ el o) / PPt —o)

po(@) S aQ)  p(+-) PMO(+-)
The BEC effect is usually described by a In this studies, the density function is
function with two parameters: calculated for like-sign charged-
» effective radius R particle pairs, with both the ++ and --
* strength (or incoherence) parameter A combinations included
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Event Selection and Samples

* Same even selection and unfolding procedure as in the minimum bias analysis
* Same MBTS trigger
e Same track quality criteria
 Same approach applied to High Multiplicity (HM) events (> 120 tracks)
e Studies showed that there is less than 1 pile-up track selected in the HM sample,
negligible influence on BEC studies

Data:
e 0.9 TeV min Bias: 3.6 ® 10° events, 4.5 ® 10° tracks

e 7TeVminBias: 1107 events, 2.1 ¢ 108 tracks
o 7TeVHM: 1.8 ® 10% events, 2.7 ® 10° tracks

Simulation:
e Pythia 6.421 — MCO09 ATLAS tune, for both min Bias and HM samples (non-, single-, double-

diffractive as in the predicted cross-section

* For Systemaﬁcs: 0.9 TeV 7 TeV 7 TeV (HM)
Source A R A R A R

o P H OJ ET 1 . 12 . 1 . 35 Track reconstruction efficiency  0.6% 0.7% 0.3% 0.2% 1.3%  0.3%
. . Track splitting and merging negligible negligible negligible

¢ Pythla - Perug|a0 tune Monte Carlo samples 14.5% 12.9% 7.6% 10.4% 51%  8.4%

Coulomb correction 2.6%  0.1% 5.5%  0.1% 3.7%  0.5%

* EPOS 1.99 v2965 LHC tune Fitted range of Q 1.0%  1.6% 1.6%  2.2% 55%  6.0%

Starting value of Q 04%  0.3% 0.9% 0.6% 0.5%  0.3%

Bin size 02%  0.2% 0.9% 0.5% 41%  3.4%

Exclusion interval 02%  0.2% 1% 0.6% 0.7% 1.1%

Total 14.8% 13.0% 9.6% 10.7% 9.4% 10.9%
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Bose-Einstein Correlation Function

 Two parameterizations of the Q(A,QR) function have been investigated:

2
(2

overestimate of

1.8

1.6

1.4

=\ exp (—R2Q2) ———=>  Goldhaber, spherical shape with a radial Gaussian distribution of

= \-exp (—RQ)

the source
------ >  Exponential, radial Lorentzian distribution of the source

T T 5 18— ——— —T

— ATLAS s=09TeV | & 17 ATLAS ls=7TeV

1 P, = 100 MeV, ml <2.5,n,, =2 165 P, = 100 MeV, Il <2.5,n,, =2 E

L e data - 1.5 e data =

:‘i —— Gaussian fit E —— Gaussian fit E

R

Exponential fit

1.4F
135\
1.2
1.1

Exponential fit

p - ' decays i e, E
in the Monte €T “exciuded” 1 0oE “excluded” E
Carlo simulation 08~ ———%5 1 15 2 Y B -
Q[GeV] QI[GeV]
g tip—— T —————]
& 16F ATLAS ls=7TeVHM 7
1 5:} p, =100 MeV, i <25, n,, =150 E
o e data
145 —— Gaussian fit ] Good agreement between data and exponential fit:
138 e Exponential fit 3
120 E A=0.744+0.11, R =1.83+0.25 at /s = 0.9 TeV for ne > 2,
1.1 4 A=0.7140.07, R=2.06 £ 0.22 at /s = 7 TeV for nen > 2,
L3 - - ; A= 0.52+0.06, R =2.36 +0.30 at /s = 7 TeV for ne, > 150.
0.9 excluded =
o 05 1 15 2
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BEC fit parameters

* Multiplicity dependence

< T T T L R =
IS ATLAS - =
- p, =100 MeV, i <25
0.8 .
0.6/ .
o4 e .
i ——
| = ATLAS pp 900 GeV —— Exponential fit ]
0.2 e ATLASpp7TeV —
| < ATLASpp7 TeVHM i
EEEEEE ATLAIS pp 7 TeV IV‘B + HM Expolnential fit | _
% 50 150 200 250
r-]ch
e The A parameter decreases
with multiplicity, faster for 0.9
TeV than for 7 TeV interactions
e A=0->fully coherent
« A=1->chaotic
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p, = 100 MeV, Inl <2.5
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CMS pp 900 GeV T
1.5 CMS pp 7 TeV
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i e ATLASpp7TeV  ------- S, fit
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= .I ------------ ATLAS Ipp 7 TeV MB +IHM Constant flit
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n

The size of the emitting source
increases with multiplicity up to
about nch = 50 independently of

the center of mass energy

For higher

multiplicities, the
measured R parameter is observed

to be independent of multiplicity

ch
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BEC fit parameters

* Transverse momentum dependence

(< 1 _2 B T T T I T T T I T T T I T T T I T T T I T T T I T T T I T T T ] E‘ 4 5 __ T T I T T T I T T T I T T T I T T T I T T T I T T T I T T l__
- ATLAS p, =100 MeV, i <25 - = "°E ATLAS p, =100 MeV, i <25 -
11— m ATLAS pp 900 GeV —— Exponential fit — - 4E m ATLASpp900GeV ~ —— Exponential fit =
- o ATLASpp7TeV -reee- Exponential fit | 3 5E ® ATLASpp7TeV ~ ------ Exponential fit 3
0.8 & ATLASpp7 TeVHM - - - Exponential fit = % ATLASpp7TeVHM - Exponential fit 3
" - 3 * STAR pp 200 GeV —
C ] SEPTO iy o O E735pp1.8TeV
0.6~ ] 25 = ] =
: : o =
0.4~ - 155 L =
0.2 :_ ‘~-.- . T'[' -------- _: 1 i_ ........................ _E
e ; 0.5F AR | =
0' | | | | | | | ] 0: | | | | | | 1 3
0 02 04 06 08 1 12 14 16 0O 02 04 06 08 1 12 14 16
k; [GeV] k; [GeV]
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The A and R parameters decreases with k; faster for 0.9 TeV than for 7 TeV
interactions, following exponential behavior

For A similar shape for 7 TeV min bias and HM events

The values of the R parameters are observed to be energy-independent within
the uncertainties
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Exclusive yy < I*I- production

* Exclusive yy =2 Il (I = e, u) production studied with 7 TeV ATLAS data set
* Clean signature (two muons or electrons back-to-back, with no associated activity in the

central detector)
e Significant suppression factor (~¥20%) due to additional interaction between the elastically

scattered protons
* Cross-section of the photon measured with Equivalent Photon Approximation (EPA)

0-5113?77)—%%‘1717 = ff P(x1) P(x2) O'w—%*f‘(mgw—)dxl dx,

Monte Carlo Samples:

e Signal: Herwig++ 2.6.3 (implements EPA)

* Photon-induced single-dissociative dilepton production (dominant Background ): LPair 4.0 with the
Brasse and Suri-Yennie structure functions for proton dissociation

e LPairinterfaced to JetSet 7.408 with Lund fragmentation model

* Double diffractive reactions: Pythia 8.175 with NNPDF2.3QED

 DYZ/y*>e*e and Z/y* > p*u: Powheg 1.0 with CT10 PDF interfaced with Pythia 6.425 using
CTEQG6L1 PDF and AUET2B tune

« DY Z/y*>t*t: Pythia 6.425 with MRST LO* PDF

*  Top-quark pair: MC@NLO 3.42

« W*W-, W#Z, ZZ: Herwig 6.520

* Generators used for Z/y*, ttbar, di-boson events are interfaced with Photos 3.0 to simulate QED FSR
corrections

* Pile-up: Pythia 6.425 with AUET2B tune and CTEQ6L1 PDF
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Event Pre-Selection and Backgrounds

Pre-selection

* At least one collision vertex with at least 2 charged-particle tracks with p;> 400 MeV

e At least 2 lepton candidates

e Electron channel
* Single electron trigger (p; > 20-22 GeV, threshold increased during data-taking) and
Di-electron trigger (p; > 12 GeV)

* Electron: p;>12 GeV, [n| < 2.4, with 1.37 < |n| < 1.52 excluded, medium ID
* m_. >24GeV

e+e-
* Muon channel
* Single electron trigger (p; > 18GeV) and Di-electron trigger (p; > 10 GeV)
* MS-ID combined tracks
* Muon: p;>10GeV, |n| < 2.4, with 1.37 < |n| < 1.52 excluded, isolated muon
* m,, >20GeV
e 1.57 * 10°di-electron and 2.42 = 10° di-muon candidates after the above selection

Backgrounds:

e yy2T'Tand yy2>W*W- negligible

» Dissociative backgrounds estimated from MC

* Electroweak (Z/y*, di-bosons) and ttbar from MC, normalization to pQCD cross sections

* Multi-jet from data-driven methods (electron: all pre-selection except medium ID; muons

same-charge muon pair passing pre-selection)
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Exclusive Event Selection

After pre-selection, additional requirements are needed to
select exclusive di-lepton events:

Exclusivity veto: no additional tracks associated with the

primary vertex, no additional vertex within 3 mm Az, '°

p;" < 1.5 GeV

Remove Z-boson mass window 70 GeV < m,,,_< 105 GeV

contamination from DY,

single- and double-

600
400

200

Baseline selection
+ exclusivity veto

vy = 7€ Zly* Multi- Zly* Di- Total
Selection Signal ~ S-diss. D-diss.  — {7¢” jet - 1t t boson | predicted Data
Electron channel (€ = e)
Preselection 898 2096 2070 1460000 83000 3760 4610 1950 | 1560000 | 1572271
Exclusivity veto 661 1480 470 3140 0 9 0 5 5780 5410
V4 region removed 569 1276 380 600 0 8 0 3 2840 2386
P <1.5GeV 438 414 80 100 0 2 0 0 1030 869
Muon channel (¢ = u)
Preselection 1774 3964 4390 2300000 98000 7610 6710 2870 | 2420000 | 2422745
Exclusivity veto 1313 2892 860 3960 3 8 0 6 9040 7940
Z region removed | 1215 2618 760 1160 3 8 0 3 5760 4729
piC < 1.5GeV 1174 1085 160 210 0 3 0 0 2630 2124
e e I I LA L SN SIS I UL
& 1800 ATLAS —— Data 2011 E
© b (s=7TeV, 4.6 Wz ]
. 2 1600? 4—- Z region -—> [ Double-diss. yy—u*w E
Even after exclusive § 1400 | W
. . . . 1200 - =
selection, still significant ook W Beumenmt
800} E

dissociative processes...
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Events / 0.002

Scale Factors

Even after exclusive selection, still significant contamination from DY, single- and double-
dissociative processes

Rexcl. B Rexcl. )
AT [Nyyoete AT | yyoutu
Scale factors of exclusive| (electrons: 0.863 + 0.070 stat; muons: 0.791 + 0.041 stat) and
single-diffractive events (electrons: 0.759 * 0.080 stat; muons: 0.762 * 0.049 stat)
determined by binned maximum-likelihood fit of the acoplanarity distribution, double

diffractive and DY scale factors fixed to the MC prediction in the fit

350 | T T T T T T T T T T T T T T T T I T T T T T T T T _] g 700 | T T T T T T T T T T T T T T T T I T T T T T T T T ]
- ATLAS ] Q % ATLAS N
L _ o _
30°$ ls=7TeV, 46" 1 3 600 js=7TeV, 46" =
- 1 5 .
250[— —] o 500 —]
C —e— Data 2011 . C —e— Data 2011 .
200 [ ] Exclusive yy—e*e . 4001 [ ] Exclusive yy—p*u .
- i Single-diss. yy—e"e’ . - [ Single-diss. yy 'y g
150 [ ] Double-diss.yy—e*e — 300 [ ] Double-diss. yy—uw —
- i - B 2w i
100~ - 200 -
50 = 100 =
00 0.01 0.02 0.03 0.04 0.05 0.06 0O 0.01 0.02 0.03 0.04 0.05 0.06
1-IA¢ | I/m 1-IA¢u*u'|/n
e'e
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Systematics

* Main systematics from background modelling

Uncertainty [%]

Source of uncertainty vy > e‘e”  yy o utu
Electron reconstruction
and 1dentification efficiency 1.9 -
Electron energy scale
and resolution 1.4 -
Electron trigger efficiency 0.7 -
Muon reconstruction efficiency - 0.2
Muon momentum scale
and resolution - 0.5
Muon trigger efficiency - 0.6
Backgrounds 2.3 2.0
Template shapes 1.0 0.9
Pile-up description 0.5 0.5
Vertex isolation efficiency 1.2 1.2
LHC beam effects 0.5 0.5
QED FSR in DY e*e” 0.8 -
Luminosity 1.8 1.8
Total systematic uncertainty 4.3 33
| Data statistical uncertainty 8.2 JS.1 |
* Measurement statistically dominated
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R@S u ﬁg Variable Electron channel = Muon channel

H : : H e J A > 12 GeV > 10 GeV
* Exclusive di-lepton production measured in specific o ) oy
fiducial regions mes - > 24 GeV > 20 GeV

* Fiducial cross-sections given by the product of the measured signal scale factors by the
exclusive cross-sections predicted by the EPA calculation:

excl. _ pexcl. . +~EPA
Electrons 0-)/7—>€+€_ - R'y)/—>€+f_ O-yy—>€+f‘
R;’;‘:_l')e+e_ = 0.863 + 0.070 (stat.) = 0.037 (syst.) = 0.015 (theor.)
O re- = 0.496 = 0.008 (theor.) pb .
Measurements 20% below EPA predictions, but consistent
excl with the suppression expected due to proton absorption
O—’y’y—.)e"’e_ :0428 + 0035 (Stat) + 0018 (SySt) pb T | rrrryrrrrrrrrTrrr T T T T T r T T T T T T T T T T 17T | T
o om=roln,, — o |
corr. ——i stat. uncertainty ' .
Uf;lji’wef =0.398 + 0.007 (theor.) pb —— stat. @ syst. uncertainty theo. uncertainty |
I
CMS yy—p*w’, 40 pb” ,l | Ohomina=
Muons (m, >11.5GeV, pl >4 GeV, Il <2.1) | | 4.07 pb
RO - = 0.791+0.041 (stat.) + 0.026 (syst.) + 0.013 (theor.) , o I
oA e = 0794 + 0.013 (theor.) pb . ATLAS 1y—e'e’, 4.6 fb _{_,__ | oeen
(m__.>24 GeV, pj>12 GeV, n®l <2.4) | 0.496 pb
ol e = 0.628 + 0.032 (stat.) = 0.021 (syst.) pb I
¥ - -1
oBPA SO 0,638 + 0.011 (theor.) pb ATLAS vy =i, 4610 H\“ | Onomna™
(m . >20GeV, p:>10 GeV, 'l <2.4) | 0.794 pb
* Improved statistical precision compared to ATLAS S 7TeV |
preVious measurements |0|3||||0|4||||0|5||||O|6||||0|7||||O|8||||0|9||||!I||||1|1|
* Better understanding of two-photon interactions ol oA

at hadron colliders
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Exclusive yy 2 W*W- production

* Exclusive yy 2 W*W- production measured with ~20 fb! of 8 TeV ATLAS data while also
searching for exclusive Higgs boson production

Blobs can | » _
be toru
channels,
or quartic
coupling
(SMand | » -
non) 2 () Elastic production (b) Single-dissociation (¢) Double-dissociation
process
sensitive Process MC Generator
to new Exclusive W* W~ signal
Phyics 7Y - WW™ = v v (€, =e,u,7) HerwIGH+
aQGC signal
yy = WHW~ — v~y with al’ ./A* # 0 FPMC
Exclusive Higgs boson signal
Exclusive gg —» H - WYW™ — £yl v FPMC

/

Exclusive dilepton
vy > " (C=e,u, 1)

Herwic++, LPAIR, PyTHIAS

As
described in
previous
slides

March 2nd, 2017

Inclusive WTW~
WHW™ = 0 v (6,0 = e, u,T)
Inclusive gg » H —» W*W™ — vl v
Vector-boson fusion W*W~ — v’y
Non-W* W~ diboson (Other-VV diboson)
WZ,727
Other background
W + jets
Z + jets
tf, single top-quark, Wt

PowHEG+PYTHIAS, GG2ww+HERWIG
PowHEG+PYTHIAS
SHERPA

PowHEG+PYTHIAS

ALPGEN+PYTHIAO
ALPGEN+PYTHIAG, ALPGEN+HERWIG

PowHEG+PYTHIAG, ACERMC+PYTHIAG, MC @ NLO+HERWIG

V. Cairo

—

Higgs

produced
via gluons
exchange
and t-loop

Many
backgrounds
to be studied!
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Selection
Good Objects:

* Electron: p;>10 GeV, |n| <2.47, with 1.37 < |n| < 1.52 excluded, very tight” likelihood
criteria (efficiencies from 60% to 70%)

* Muon: p;>10GeV, |n| < 2.5, with 1.37 < |n| < 1.52 excluded, combined MS-ID, muon id
efficiencies up to 95%

. : |In| <4.5, p>25 GeV, anti-k, 0.4

* Charged-particles: p;>0.4 GeV, |n| <2.5, N> 1, Ng.r> 4

Exclusive candidates (both W*W- and Higgs) characterised by large rapidity gaps, in contrast
inclusive production is accompanied by underlying event = exclusivity selection is applied:
No additional tracks with p; > 0.4 GeV near z,2 with |z, - z,3V| < Az,s° with Az,*° =1 mm

* Exclusive W*W- large background for exclusive Higgs,

. . . . . _ : Trigger Lepton pr criteria [GeV ] !

* Exclusive Higgs negligible background for exclusive WW-" | — "o Tl
_________________________________________________________________________________________________ i . T i
W*W~ selection Higgs boson selection : Single ml.J.OIl. e pe% >24 !

. Symmetric dielectron pr > 12, p>12

Oppositely charged ey final states ' Asymmetric dimuon P> 18, pP>8

Preselection ptl > 25GeV and p? > 20 GeV | pl! > 25 GeV and p&? > 15 GeV : Electron-muon py>12, pp>8 i

o > 20 GV o2 100Gy L\ T

p > 30 GeV

Some cuts are common for W*W- and Higgs,
some others are specific to remove

is0

Exclusivity selection, Azo

aQGC signal > 120 GeV - )
55 Gov backgrounds affecting each channel, e.g. p;
_ m, € .
, , ! and m threshold are lowered for the Higgs
Spin-0 Higgs boson - Apey < 1.8 . .
Boson selection because one W is on-shell
- 140 GeV :
mr = ¢ and the other is off-shell
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8

Backgrounds and Systematics

Exclusive yy=2>W*W- measurement is statistically Source of uncertainty Uncertainty [%]
dominated (33%) > | Statistics 33%
Total systematics ~21% with 18% arising from Background determination 18%
background determination (details in the Exclusivity signal efficiency 10%
. All other < 5%
reference, many control regions needed to probe 0
) ) . . . e . . ) sy Total 39%
elastic vs dissociative, multiplicity, inclusive W*W-)
Total uncertainty 39% _, Top, DY T, WHjets
H Expected Signal  Data  Total Bkg \ Incl WHw~ Excl. 7t Other-VV  Other Bkg H SM/Data €A (Signal)
Preselection 226+1.9 99424 97877 11443 214 1385 85029 0.98 0.254
pi > 30 Gev 176 £1.5 63329 63023 8072 4.30 896.3 54051 1.00 0.198
AZ%° requirement 93+1.2 23 83+26| 66+25 14203 03£02 - 077  0.105+0.012
aQGC signal region
pt > 120 GeV 0.37 + 0.04 1 037+0.13]032£0.12 0.05+0.03 0 - | 074 0.0042 +0.0005
%J 106: -®-Data2012 [Jinclww .
S wpbismory Dl JEw Main s A e B
: E - Otyhert\;v % SV:. .(D“stat. ; b a c kg ro u n d (D 9 :_ A TLAS ata ne _:
% 104?? Preselection E 9 85— s =8TeV, 20.2 fb” L_JExct. ww /-Exc“t —E
G ek GV fromtop 3 £ Wonerw  Ziemoua E
102i j |al‘ge|y § 65 Excl. WW signal region §
E E w = —
ok E reduced by SE E
17 94 1 the exclusivity 4f E
10*15 | veto 32_ —i
_ 2?Trrrrwvﬁ:‘,:::‘::::‘::::‘::::.:::::‘::::‘:::: 22_ _z
15E | — E 3
c‘\,; 1M i + 'S ° o % — 1:_ =
5 g o *% ?*Tu‘ jC) E E _ =
° 02‘+ 0 140 160 180 200
March an’ 2001750 100 150 200 250 300 350 400 450 500 V. Cairo p:# [GeV] 39
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Cross Section

* The predicted cross-section corrected for BR(W*W- = e*u™X) = 3.23% and including the
dissociative contributions through the normalization f, = 3.30 + 0.23 becomes:

HerwiG++ —
Predicted o = 41.6 ib

Ty W W-—etuzx = Jy- O'Efy‘?jﬁr/— BRWW'W™ = ¢*™X) =4.4+03fb| 7~"W

* which corresponds to the prediction of Ny giteq = 9.3 = 1.2 signal event. The number of
candidates observed in the data is Ny, = 23, while the predicted background is N
8.3 £ 2.6 events. So the observation exceeds the prediction by a ratio:

Background =

£=202+0.41b"
£=0.37+0.04

oMesuet  eex = (Nbua — Nackeround)/ (L €4) = 6.9 £ 2.2 (stat.) = 1.4 (sys.) fo| A =0-280£0.001

R = (Npata — NBackground)/NPredicted =1.57+0.62

* The background-only hypothesis has a p-value about 0.0012, corresponding to a significance
of 3.00.

* Limits were also set on the aQGC 8 U F Atias s e 2 S e
. 2 10°t (s=8TeV,20.21b" DEX":"WW !E“"" E S oo [ Vs=8Tev,20215"
* No evidence seen 3 [ Bewwsgaugen g Cmem o ——
H . . § 10° <ee-s aW/A? = 2.0e-4 GeV?, a¥/A?=0,A =500 GeV 5 = 00008 - Ao =500 GeV ]
* 6 candidates consistent withs 0 s sseacarmcer : ]
exclusive Higgs boson observed in N - i
the data, expected SM background . e b et ko ;
3.0 £ 0.8 events. Upper limit at 95% - SE——— ] ao0ts Foo b e i e
CL on the total production cross- Py [GeV] Ay’ (Gev']
section of 1.2 pb, whereas the [ +20 [pbl +10 [pb] | Expected [pb] | —1c [pb] —20 [pb] || Observed [pb] ]
expected limit is 0.7 pb |16 1.0 | 0.7 |05 04 | 1.2 ]
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Summary

ATLAS: efficient detector to study particle production and exclusive production
e  Minimum Bias Studies:
* Track-based analysis
* Main systematic uncertainties from Inner Detector material estimate

e Charged Particle Multiplicities @ 13 TeV
* Nominal: p;>500MeV, [n|<2.5
* Reduced: p;>500MeV, |n|<0.8
* Extended: p;>100 MeV, |n|<2.5

e Charged Particle Multiplicities @ 8 TeV
* Many phase spaces investigated
* Reduced systematics with respect to the 7 TeV measurements
* High multiplicity region (n,4>20,50) studied extensively for the first time
* In general, best predictions given by EPOS-LHC

* Bose-Einstein Correlation at 0.9 and 7 TeV pp collisions:
e BEC studied as a function of multiplicity and transverse momentum

e Exclusive di-lepton production at 7 TeV:
* Observation consistent with SM, improved sensitivity wrt previous measurements

* Exclusive W*W- production at 8 TeV:

* Observation consistent with SM, no evidence of aQGC
March 2nd, 2017 V. Cairo
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Pythia 8 = MB & UE tunes

Hadron-hadron interactions described by a model that splits the total inelastic cross section

into non-diffractive (ND) and diffractive processes:

* Non-diffractive part dominated by t-channel gluon exchange (simulation includes MPIs)
» Diffractive part involves a color-singlet exchange (further divided into single-diffractive

(SD) and double-diffractive (DD) dissociation)

Tunes used in the latest measurements:

e A2 (MSTW2008 LO PDF)
* Using 7 TeV ATLAS measurements of MB plus leading track
and cluster UE

e Specific Minimum Bias Tune (A2)
« Specific Underlying event tune (AU2)

 Monash (NNPDF2.3 LO PDF)

* Updated fragmentation parameters, minimum-bias, Drell-Yan
and underlying-event data from the LHC to constrain ISR and

MPI parameters. SPS and Tevatron data to constrain the :
energy scaling.
* Excellent description of 7 TeV MB p; spectrum.

Nov 28 - Dec 2, 2016 V. Cairo

T

4
e o
N -

1/ng,/(2m)/p_ dng/dp
S

Theory/Data
- Qo
N &

o
®

Bl

7000 GeV

P, (nCha 1, pT>0.5, i<2.5)

" ATLAS 2 Ny
1.5 0.0
0.8 0.0

5.8 0.1

—e— PY8 (Monash 13)
—a— PY8 (4C)
--%-- PY8 (2C)

Data from New J.Phys. 13 (2011) 0530
Pythia 8.185

20
p, [GeV]

https://arxiv.org/pdf/1404.5630v1.pdf
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A polarisation in the transverse plane

* The A hyperons are spin-1/2 particles and their polarization is characterized by a polarization
vector P. Its component, P, transverse to the A momentum is of interest since for hyperons
produced via the strong interaction parity conservation requires that the parallel component
is zero

* Huge A sample allows to measure A polarisation P by measuring the decay angle cos6*
between the decay proton and A flight directions

* P(A)=(1+ aP cos0*); Decay asymmetry : o = 0.642 + 0.013

e Results:

e P(A)=-0.010 £ 0.005(stat) + 0.004(syst)
* P(A)= 0.002 +0.006 (stat) + 0.004(syst)
* Consistent to previous measurement which expect a degradation of the A polarisation at

h'gh energy A transverse polarization
%80000F arias |+ Dam | ] P I 7
™ 700001 L = 760 ub’* ng‘gna| E T .
Z GOOOOi s=7TeV ~ Background 3 C H— ]
8 E A —prn — - Signal region 0_——-—_-_—- f 77777777777777777777777777 + 7777777777777777777 —
-5 500001 E - %m ;
2 S \ E 0.1 ]
&§ 40000¢ | | E 0'1: E“l’%: 22{ ]
30000 | \ = - .
ZOOOOi ‘ ‘ = _02__ {’ i ]
F \ \ 7 8 B ATLAS Vs=7TeV .
100005 | \ = oaf © HERA-B (s = 42 GeV .
0 eSO T AR OAON PRI v . - - r A E799 Vs =39 GeV 3
= o8 - @ NA48  (s=29 GeV .
c " j. 1, ﬂ + T: 04F * M2 (s=27GeV =
© H + ] Bl . Ll . | Lo ud
ﬁ + e ++++ + H’ j; 10* 10° 102 107 1
0.95E ‘ ‘ ‘ ‘ ‘ ‘ X-=p./p with p, z-component of the ~ XF
1100 1105 1110 1115 1120 1125 1130 1135 : F~F2/ Fbeam, z
March 2nd, 2017 V. Cairo A momentum and p,,, = 3.5 TeV 44
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BEC fit parameters

* Transverse momentum dependence

(< 1_2_ T T T I T T T I T T T I T T T I T T T I T T T I T T T I T T T ] E‘ : T I T T T I T T T I T T T I T T T I T T T I T T T I T T T :
- ATLAS (s=7TeV = 3.5 ATLAS Vs=7TeV —
- - o - 7
1 % p. =100 MeV, Il <25 — aF - p. =100 MeV, i <25
- ® n,=2-9 - = ® n;,=2-9 .
0.8 m n,=10-24 | 2.5 m n,=10-24
- A n,=25-80 . - A n,=25-80 .
- ¥ v n,=81-125 2E v n,=81-125
06_ — C .
B - H‘*: ] 1.5 -
041 %f*f J* . 1 E
B i 0.5 =
0.2 — = ﬂ =
B 1 1 1 I 1 1 1 I 1 1 1 I 1 1 1 I 1 1 1 I 1 1 1 I 1 1 1 I 1 1 1 i O_ 1 1 I 1 1 1 I 1 1 1 I 1 1 1 I 1 1 1 I 1 1 1 I 1 1 1 I 1 1 I_

0 02 04 06 038 1 1.2 1.4 16 0 02 04 06 038 1 1.2 1.4 16
kr [GeV] kr [GeV]

* The decrease of A with k; is nearly independent of multiplicity for n,, > 9 and the
same as for the inclusive case.

* Forng <9 no conclusions can be drawn due to the large uncertainties.

* The R-parameter decreases with k; and exhibits an increase with increasing
multiplicity as was observed for the fully inclusive case.
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Scale Factors

Di-lepton acoplanarity is used in this measurement of exclusive W*W- to determine elastic
process scale factors, as it was done for exclusive di-lepton production (similar process,
except for aQGCs) f;, = 0.76 + 0.04(stat.) + 0.10(sys.) (compatible with that measure in the

exclusive di-lepton case) R, ., = 0.791£0.041 (stat.) + 0.026 (syst.) + 0.013 (theor.) ,
S 500F T T T T A L e B B B
o ATLAS —e— Data 2012 € ATLAS —e— Data 2012
.2 . Elastic yy— o 35 ] [
The value of f; is 2 400 fs=8TeV, 202 b E Dive. e 2 Vs =8TeV,2021b" — D_gublz;iss. —
extracted from ¢ B 2w 2 %0 ) e
template fits in 300 2

acoplanarity,
combined SD and
DD (Dissociative)
shapes

200

100

OO 0.005 0.01 0.015 0.02 0.025 0.03

1-1A9, lim

0 0.5 1 1.5 2 2.5 3

This correction factor is used to correct the number
of yy & t+1- candidates predicted by simulation in
both the exclusive W+W- and the exclusive Higgs
boson signal regions. Similar suppression is expected
and observed in dissociative events, so the fEL factor
is applied to dissociative events as well.

l Az, [mm]

In the case of exclusive signal,

when there is one extra track, the extra
track is from pileup and its AzO = | ztrack
-zav| has a locally constant

distribution while for any inclusive
background the track originates from the
same vertex and the AzO distribution

March 2nd, 2017 V. Cairo
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""Single and double diffractive contributions

* Without detecting the outgoing protons, the elastic yy > W*W- events are indistinguishable from SD
and DD candidates. However, simulations are only available for the elastic yy > W*W" process;
predictions for dissociative production of W*W™are not available.

* This factor is used to correct the prediction for elastic yy > W*W- to account for dissociative events. It is
computed from data using yy = i candidates that satisfy the exclusivity selection with Az° =1 mm,
p#>20GeVandm,, > 160 GeV (~ 2m,, ). The factor f, is defined as the ratio of observed dimuons in
data to the Herwig++ prediction for elastic dimuon production:

NData _ NPOVS{(HEG 4
Backgroun
fy = 2 = 3.30 + 0.22(stat.) + 0.06(sys.)
NHERWIG++
Elastic my,>160 GeV
g L T amas ] 0§ © Amas
g {s=8TeV, 202" 7 g 102 (s=8TeV, 20.2fb" | fv is also valid for the
=~ 2 Data 2012 — ~ Data 2012 ]
g e o J R * electron channel- total
i U B o st e expected yy > W*W- event
| 0 _ yield in both the exclusive W
10 = E - ; i
E f *W- and the exclusive Higgs
boson channels is taken to
] ; be the product of f, times
2t ] 2p ] the Herwig++ prediction for
% 15F 3 4F4r T+ : (% 1.5¢ 3 T : I i W"'W
2 PE o I * o -
& 1% + P *‘r g 1f+*ff# ++4F o ] elastic YY -
S 05 + S 8 05 | +% ; production.
0™50" 500 250 800 350 400 450 500 0=50" 500 250 500 850 400 450 500
mPH [Gev] mee [Gev]
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Track muliiplicity modelling

* The exclusivity selection is designed to reject such inclusive candidates that have additional
tracks near the dilepton vertex, control regions after relaxing the exclusivity are used to
estimate backgrounds due to events accompanied by many tracks

. . . 10— g
@ 10°g T ——————3 To estimate inclusive backgrounds = "ATLAS e Dwaziz [mciww
g ATLAS -@-Data2012 []incl W . O] - (528 ToV 202 fb” [z [ JExchww
@i 4ot V5=8TeV, 202" = from Drell-Yan production of t+1- @2 . \s=8TeV, 20. ENoterskg ENExcvc
X ther Bkg xcl. Tt . . . =~ r [ OtherVV %% sys.@stat. |
Preselection [l Other VW %% sys.® stat. and |nc|u5|ve W+W— produchon' *2 1P o y: ]
3 . . o E reselection E
10 the track multiplicity modelingof & E + 1-4 extra tracks ]
102 low-multiplicity candidates is L i
studied with a high-purity Z boson 10 5
10 . =
sample and scaled with .
1 appropriate correction factors. f .
1 =
107" P SmEmn, R T \'T!LH} 1}1 } E
1.4F 2 ala
s E a 3 % 15EF +
(212 +A¢¢A'.‘.'...‘.'.O.E>1O4 "'w"'x"'w""x""x"'?<\\3 1:1“++ +$
® 1 ® ® (GDJ ; ATLAS -@-Data2012  []Incl WW B g g ’ ®
S 08F S [ Vs=8Tev,2021" Egjﬁ;‘kg EE“:"”‘” - 7 05k E
£ J10° er kT = N N I P I IR AR I I R
S s e P = , Elothervy sy ostat. = %2040 60 80 100 120 140 160 180 200
0 2 4 6 8 10 12 14 16 18 S C 7 Preselection - pey [GeV]
Number of extra tracks 1T 10° +1-4 extra tracks = T
= +pT’ <30 GeV ;
- o ]
10 E
: 3
e ” E
F
107" g; — 5
S ——
s 155 ® ? L4 T
w 1.oF
= 1E L ® |
T E f
O 05F E
00 ~~~36 700 150 200 20 300
m,, [GeV]

March 2nd, 2017 V. Cairo 48



arXiv:1607.03745

Signal and background control regions

Inclusive W*W- normalization

> T T T T I T T T T I T T T T I T T T T I T T T T I T T T T
8 1000__ATLAS @ Data2012 [ ziy*—ve |
8 : Vs=8 TeV, 20.2 fio! |:| Incl. WW . Other VV :
5 — Higgs-specific Inc. WW RegionIj Top . Brel. W
c 800 __ W-jets % sys. @ stat. —_
o L _
L | _
600 — ]
400[— —
200 =
§ 2 ; T ‘ T T T T T T T ‘ T T T T ;
| — -3
Y 1 = ¢ o ° ]
a = E
0.5( I8
o S P P B R

0 50 100 150 200 250 300

m. [GeV]

A region close in phase space to the exclusive Higgs boson signal
region is chosen, referred to here as the Higgs-specific inclusive W+W-
control region. It has the same definition except: 55 < meu < 110 GeV,

Adep < 2.6 to reduce Drell-Yan background, no jets to reduce tf

background, and no requirement on exclusivity. This region is
dominated by inclusive W+W- production and has a purity of 60%.
After subtracting the predicted backgrounds from data, (20 + 5)%
more data is observed than is predicted by Powheg+Pythia8. A
normalization factor of 1.20 + 0.05(stat.) is therefore taken as a
correction to the cross-section and applied to the inclusive W+W-
prediction in all regions of phase space

March 2nd, 2017 V. Cairo

Sum of inclusive W*W~ and other background

Events / 10 GeV

60 | T T T T I T T T T I T T T T I T T T T I T T T T ]

- ATLAS -e-Data2012 [ ]Incl ww .
50 (s=8Tev,202fb"  LJZr-w [ JEstww 3

B - T [ otherBkg [ Excl. wc .

- [othervv 7~ sys.ostat.
40— 7

B Preselection ]

- + 1-4 extra tracks ]
30 +p% >30 GeV -
20 =
10 =

[ . Lot + ]

0 50 100 150 200 250
P!l [GeV]
Predicted
Estimated _ x7Estimated WW,0
No = N2y \/Predicted”
wWw,1-4
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Exelusive Higgs boson

Six candidates are observed in the data, while 3.0 £ 0.8 events are predicted from background, and 0.023 + 0.003 from
signal. The quoted uncertainty is the sum in quadrature of systematic uncertainties. The exclusive Higgs boson prediction
guoted here is from elastic contribution only. Observed data reasonably agrees with predictions. Figure 15 shows
kinematic distributions in the signal region.

H Excl. H Signal Data Total Bkg \ Incl. W*W~ Excl. W*W~  Other Bkg

Preselection 0.065 = 0.005 129018 120090 12844 43 107200
p%’u >30 GeV, mg, < 55 GeV, A, < 1.8 0.043 £ 0.004 18568 17060 2026 5.7 15030
AZBSO requirement 0.023 +0.003 8 47+13 1.4+0.5 3.1+1.3 0.2+0.1
mt < 140 GeV [Signal Region] 0.023 +0.003 6 3.0+08 1.0+04 1.8 +0.8 0.2+0.1

> 10— 77— 7 7 7717 > AR RS R RN RS RN RS R AR RS R

8 of ATLAS -~ Data 2012 [[] Other Bkg. 3 8 12— ATLAS ~s- Data 2012 ] Other Bkg. ]

Q Sé Vs=8TeV,20.21b" W ecww % sys ostat E 9 [ Vs=8TeV,20.2fb" Hecww Z sysostat.

Z, 7é Excl. Higgs Signal Region [ el ww ] Excl. 1 (x100) é E 10— Excl. Higgs Signal Region [ ncl. ww [ ] Excl. H (x100) ]

i e < EI < ;

o 6l ]

4 = L 1

3= = 4 =

o 3 g ]

1; ] é b ]

0= 100 150 200 250 05020 30 40 50 60 70 80 60 100

my [GeV. me, [GeV
Yields are converted to upper limits on the exclusive Hig[gs k])oson total production cross-section u[sin]g the CLS technique.
The branching ratio BR(H - W+W-) used to compute these limits is (21.5£0.9)% . The observed upper limit is 1.2 pb, which
is 1.10 higher than the expected upper limit of 0.7 pb. The statistical uncertainty in the predicted background dominates
the uncertainty involved in calculating this upper limit, while systematic uncertainties worsen the upper limits by at most
10%. This upper limit value is 400 times the cross-section predicted [24]. However, the limit would not change if the model
prediction, which is for elastic production only, in- creased by an order of magnitude. This limit calculation inherently
assumes that the acceptance and efficiency for dissociative events is not significantly different than for elastic events, hence
the associated systematic uncertainty is insignificant.
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1IN, - dN

MC / Data

B e e .
Fngp=z1, p; > 500 MeV, ml <0.8 B
4.5~1>300 ps —
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n

Models differ mainly
in normalisation,
shape similar
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Final Resulis = 13 TeV

* Reduced Phase Space (p; > 500 MeV, |n|<0.8)

o/ dndp_[GeV?]

Z10°

MC / Data

d2N_,/dndp;

. e ‘
nchz1,pT>500MeV, ml <0.8
©>300 ps

ATLAS Vs=13TeV
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Measurement spans
10 orders of

magnitude

The level of agreement between the data and MC generator predictions follows the same
pattern as seen in the main phase space:
Some Models/Tunes give remarkably good predictions (EPOS, Pythia8)
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Low ng, not well modelled by any MC; large
contribution from diffraction;
Models without colour reconnection (QGSJET) fail
to model scaling with nch very well
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Hadroniec Interactions and Photon Conversions

Inelastic hadronic interactions produce
multiple charged particles when hadrons
interact with the detector material.

Excellent radial resolution (between 65 and
230 um from the beam pipe to Layer-1
depending on radius).

Probability for a photon conversion (very clean
signal) is proportional to the traversed material.

High statistics source of photon conversions
from di-photon decays of light neutral mesons
copiously produced in pp collisions

These methods allowed to improve the IBL description in simulation
* 30% of material was missing in the “default geometry”

x107 x10°
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Fakes

* In the 500 MeV phase space, the fakes are neglected because they
drop rapidly with p; such that the rate is negligible in that phase

space

* In the 100 MeV case, fakes are treated as part of the background
with a 50% systematic uncertainty following the recommendation
of Inner Detector Combined Performance group



Final Resulis

* Nominal Phase Space (500 MeV)
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Final Results = Exira Generators Comparison

* Nominal Phase Space (500 MeV)

CONF Paper
e — = A e ——
2 4fn,=1p, >500MeV, 1yi<25 2 4Fng =1, p >500MeV, Inl<2.5 4
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* Herwig was dropped bacause the tune (based on CTEQ6L1 PDF) used for the
CONFNote was not the optimal one
— updated plots with the tune (based on MRST PDF) suggested by the expert
- improved data/MC agreement
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Corrections (100 MeV phase space)

Trigger and Vertex efficiencv: event-wise correction

1 1
Wey (nno-z AZiracks) = o N .
sl 2 Etrig (n;lé)l ‘) Evix (n;lgl %, AZtracks)

Tracking efficiencv: track-wise correction
-(1- fnonp(pTa m — foeP1: 1) — fso(PT: M) — Srake (PT>1))-

non-primary tracks l

strange baryons

Wik (PT,77) = m
tr )

outside kinematic range fake tracks

Bayesian unfolding to correct both the multiplicity n,, and p+

e Additional correction for events out of kinematic range e.g. events with
>1 particles but < 1 track

Mean p; vs ng, bin-by-bin correction of average p;, then n_, migration
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Daia-driven correction to the Tracking Efficiency

* When trying to use the data-driven correction in the low p; phase
space, it leads to un-physical fluctuations

* Many checks performed, but issue not found = therefore, this
correction is not applied in the 100 MeV phase-space analysis and
instead larger systematic uncertainties are applied, as recommended
by the Inner Detector Combined Performance group:

* 5% extra material overall

* 10% extra material IBL (Minimum Bias is the only 2015 ATLAS
analysis which used the improved IBL geometry)

* 50% extra material in the Pixel Services Region

* Final results discussed in the next slides
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Additional checks

Problems that may be encountered when extrapolating the
data-driven correction to low p;tracks:

Errors in the propagation of the systematics and correction
— checked

Track parameters resolution = checked = negligible

Eta bin-to-bin migration = checked = negligible

Linearity of the tracking efficiency with the material in the
low p; regime = checked

The issue was not found = Therefore this correction is not
applied in the 100 MeV analysis and instead larger systematic
uncertainties are applied
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Non-Primary Tracks Estimation

2 JAREREEE RAR R AR AR RERE AR RARN RN RRRE
S 10°F ATLAS Preliminary — Minimum Bias MC
S efis=13Tev t Data E
5 10 nBh>1, p_>500 MeV, || < 2.5
* Non primary tracks are the biggest background g 10 pimary
£ 106? 15 - Secondary _
* Rate measured in data by performing a fit to 10
the transverse impact parameter distribution 10° e
10%g7]
e 2.2% + 0.6% of our reconstructed tracks g o
g -
within the signal region g 1
0.5 1.,
-10 -8 -6
e High pT tracks
[% gg‘H\‘"|"'|"‘\"'|"'\;VI[‘_\"'|B""N|K‘>":
. . . 10° ATLAS Prelimi —— Minimum Bias 4
* measurable fraction of the tracks originate s gpl 18- aTeY reImINAY "y pata ;
. . . “— £ nE21,p >500 MeV, || <25
from low pT tracks (scattering, in flight S L7k [ ]
2 ---- Primal
decayS) -§ 106? ----- Seconr(;,al'y E
Pz
e Our ability to select & remove these tracks
was assessed in data
=
e At most 1% of tracks between 30-50GeV g
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N-1 cut Sysiematic Uncertainty

tracks

all cuts (pT 77)

N (pr.m)
e All Pixel hit requirements and all SCT hit requirements removed for the N-1 test

€cut(pTon) =

—

~— 0.5%

* Large differences are observed at high p; for the efficiency of both cuts, this is the result of a

high fraction of poorly measured tracks entering the denominator when loosening the cuts
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X2 Probability Cut Systematic Uncertainty

Badly measured low momentum charged particles are
sometimes reconstructed as a high momentum track

These tracks are a sizeable fraction at high reconstructed p;
because of the steeply falling p; distribution and they are
caused by interactions and multiple scattering with the
material -> usually have a bad x2 fit probability

A cut on x2 probability of P(x2, ny,;) > 0.01 is applied for tracks
with p; > 10 GeV to remove bad measured tracks

The uncertainty on the remaining amount of mis-measured
tracks has been determined to be less than 0.2% at 10 GeV
rising up to 7% above above 50 GeV

The uncertainty in the efficiency of the cut is assessed to be to
0.5% below 50 GeV and 5% above 50 GeV
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Difverent Centre of Mass Energy

dN../dn  hitp://arxiv.org/pdf/1012.5104v2.pdf
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* Models differ mainly in normalisation, shape similar
* Track multiplicity underestimated
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Diiverent Cenire of Mass Energy

d’N,,/dndp;  hitp.//arxiv.org/pdf/1012.5104v2.pdf
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Diiverent Centre of Mass Energy
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* Low ng, not well modelled by any MC; large contribution from diffraction
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Difterent Cenire of Mass Energy

<Pr>VS. Neyy  http://arxiv.org/pdf/1012.5104v2.pdf
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The measurement of (pT) as a function of charged multiplicity at s =
2.36 TeV is not shown because different track reconstruction methods
are used for determining the pT and multiplicity distributions

* Pythia8 with hard diffractive component give best description
* Shape at low n_, sensitive to ND, SD, DD fractions especially when using a 100 MeV selection
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Diiverent Cenire of Mass Energy
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* Pythia8 with hard diffractive component give best description
* Shape at low n_, sensitive to ND, SD, DD fractions especially when using a 100 MeV selection
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Different Cenire of Mass Energy

The measurement of {pT) as a function of charged
multiplicity at s = 2.36 TeV is not shown because different <pT> VS. N, http://a rX|vorg/pdf/10125104v2pdf

track reconstruction methods are used for determining
the pT and multiplicity distributions

43.2 Track Reconstruction Algorithms at 2.36 TeV

Operation of the SCT at standby voltage during 2.36 TeV data taking led to reduced SCT hit efficiency.
Consequently, ID tracks are reconstructed at this centre-of-mass energy using looser requirements on
the numbers of hits and holes [44,45). There are no simulation samples that fully describe the SCT
operating at reduced voltage. A technique to emulate the impact of operating the SCT in standby was
developed in simulation; this corrects the Monte Carlo without re-simulation by modifying the silicon
clusterisation algorithm used to study the tracking performance. However, the final ID track efficiency
at /s = 2.36 TeV was determined using a correction to the track reconstruction efficiency derived from
data at /s = 0.9 TeV.

Pixel tracks were reconstructed using the standard track reconstruction algorithms limited to Pixel
hits and with different track requirements. There is little redundant information, because at least three
measurement points are needed to obtain a momentum measurement and the average number of Pixel
hits per track is three in the barrel. Therefore the Pixel track reconstruction efficiency is very sensitive
to the location of inactive Pixel modules. The total distance between the first and the last measurement
point in the pixel detector, as well as the limited number of measurement points per track, limit the
momentum resolution of the tracks; therefore the Pixel tracks were refit using the reconstructed primary
vertex as an additional measurement point. The refitting improves the momentum resolution by almost
a factor of two. However, the Pixel track momentum resolution remains a factor of three worse than the
resolution of ID tracks.

The selection criteria used to define good Pixel and ID tracks are shown in Table[3| The total number
of accepted events and tracks at this energy are shown in Table/4. These two track reconstruction methods
have different limitations; the method with the best possible measurement for a given variable is chosen
when producing the final plots. The Pixel track method is used for the n, and 7 distributions, while the
ID track method is used for the p spectrum measurement; the (pr) distribution is not produced for this
energy as neither method is able to describe both the number of particles and their pt accurately.
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Trigger Efficiency

* Trigger efficiency is evaluated by using a control trigger and the MBTS

trigger:
N(MBTS1 triggered N sptrk triggered)

€trig(nse/no_z) —
N(sptrk triggered)
500 MeV 100 MeV
S 1 | . — > FT i
S - — - T = - e :
— - . - - e ’
2 0.998 ] L 0.99- =
©0.996F = © R i
0 0.994F 1 5 0% g
g’ - = Data B = - =+ Data .
= ATLAS | T o g
0.99} - g ATLAS i
E—+— Vs =13 TeV . _+_ Vs =13 TeV ]
0.988} nge? =1, p_>500 MeV, Iyl <2.5 0.96¢ n%? =2, p_>100 MeV, Il <2.5 -
0.986- | | | | E 0 95: | | ! | | |:
2 4 6 10 ' 2 4 6 10 12
e e

Systematic uncertainty:
variation of the track selection; differences between MBTS A and C side ; non-collision beam background

MC based: events failing both triggers
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Vertex Efficiency

B N(MBTS1 triggered N nyec = 1)

thx(nse/no_z) ;
N(MBTS1 triggered)
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Efficiency for the first n "% bin depends on eta of the track

Systematic uncertainty:
* non-collision beam background which is strongly reduced by the vertex requirement
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Vertex Efficiency

N(MBTS1 triggered N nyec = 1)

6vf.“x(nse/no_z) —

N(MBTS1 triggered)
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2 3 | 44— 6 7 8 0O 1 2 3 4 5 6 7 8 9 10
nrs]gl-Z AZtracks [mm]

Efficiency for the first n " bin depends on Az between the tracks

Systematic uncertainty:
* non-collision beam background which is strongly reduced by the vertex requirement
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Systematic Uncertainties Breakdown

500 MeV
Source Distribution Range of values
Track reconstruction efficiency n 0.5% — 1.4%
PT 0.7%
| 0%
Non-primaries n 05%
PT 0.5% —0.9%
o 0%
Non-closure n 0.7%
PT 0% — 2%
Hch 0% — 4%
pT-bias pT 0% — 5%
High-pt PT 0% — 1%
100 MeV
. dN, d* N, dNey
Distribution | | Nlev . dnh | A}ev - 2ﬂlpT I dp*; ]Vlev T {(pT) VS. Nch
Range 0-2.5 0.1 — 50 GeV 2-250 0-160GeV
Track reconstruction 1 —7% 1% — 6% 0% — fggzz 0% — 0.7%
Track background 0.5% 0.5% — 1% 0% — "l 0% —0.1%
pr spectrum — — 0% — ’_“32772 0% — ’_“8:?2772
Non-closure | 0.4% — 1% 1% — 3% 0% — 4% 0.5% — 2%
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Table 1: Summary of MC tunes used to compare to the corrected data. The generator and its version are given in
the first two columns, the tune name and the PDF used are given in the next two columns.

Generator  Version Tune PDF

PYTHIA 8 8.185 A2 MSTW2008LO [21]
PYTHIA 8 8.186 MONASH  NNPDF2.3LO [22]
EPOS LHCv3400 vrHC N/A

QGSJET-II 11-04 default N/A

In pyTHIA 8 inclusive hadron—hadron interactions are described by a model that splits the total inelastic
cross section into non-diffractive (ND) processes, dominated by #-channel gluon exchange, and diffractive
processes involving a colour-singlet exchange. The simulation of ND processes includes multiple parton—
parton interactions (MPI). The diffractive processes are further divided into single-diffractive dissociation
(SD), where one of the initial protons remains intact and the other is diffractively excited and dissociates,
and double-diffractive dissociation (DD) where both protons dissociate. The sample contains approx-
imately 22% SD and 12% DD processes. Such events tend to have large gaps in particle production at
central rapidity. A pomeron-based approach is used to describe these events [15].

EPOS provides an implementation of a parton-based Gribov—Regge [16] theory, which is an effective QCD-
inspired field theory describing hard and soft scattering simultaneously.

QGSIJET-II provides a phenomenological treatment of hadronic and nuclear interactions in the Reggeon
field theory framework [17]. The soft and semi-hard parton processes are included in the model within
the “semi-hard pomeron” approach. Epos and QGSIJET-Il calculations do not rely on the standard parton
distribution functions (PDFs) as used in generators such as pyTHIA 8.

Different settings of model parameters optimised to reproduce existing experimental data are used in the
simulation. These settings are referred to as tunes. For pyTHIA 8 two tunes are used, a2 [18] and mMoN-
AsH [19]; for epos the LHC [20] tune is used. QGsJET-11 uses the default tune from the generator. Each tune
utilises 7 TeV minimum-bias data and is summarised in Table 1, together with the version of each gener-
ator used to produce the samples. The pyTHIA 8 A2 sample, combined with a single-particle MC simulation
used to populate the high-prt region, is used to derive the detector corrections for these measurements.
All the events are processed through the ATLAS detector simulation program [23], which is based on

GEANT4 [24]. They are then reconstructed and analysed by the same program chain used for the data.
V. Cairo
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The pyTHIA 8 [3], HERWIG++ [4], EPOS [5] and QGSJET-II [6] event generators are used in this analysis.

* In pyTHIA 8 3, inclusive hadron-hadron interactions are described by a model that splits the

total inelastic cross section into non-diffractive and diffractive processes. The non-diffractive
part is dominated by z-channel gluon exchange. Its simulation includes multiple parton-parton
interactions (MPI). The diffractive part involves a color-singlet exchange. It is further divided into
single-diffractive dissociation (SD) where one of the initial hadrons remains intact and the other is
diffractively excited and dissociates, and double-diffractive dissociation (DD) where both hadrons
dissociate. The sample contains ~22% SD and ~12% DD processes.

To reproduce experimental data, the ATLAS minimum-bias tune A2 [7] is used, which is based on
the MSTW2008LO PDF [8]. It provides a good description of minimum bias events and of the
transverse energy flow data, a calorimeter-based minimum bias analysis performed with /s = 7
TeV data [9].

An alternative tune, Monash [10], is used for comparison. It uses updated fragmentation parameters
compared to A2 and minimum-bias, Drell-Yan, and underlying-event data from the LHC to constrain
ISR and MPI parameters. In addition, it uses SPS and Tevatron data to constrain the energy scaling.
It uses the NNPDF2.3LO PDF [11]. This tune gives an excellent description of 7 TeV minimum
bias pr spectrum.

EPOS stands for Energy conserving quantum mechanical approach, based on Partons, parton
ladders, strings, Off-shell remnants, and Splitting of parton ladders. The latest version 3.4 is used,
which is equivalent to 1.99 version with the so called LHC tune. It provides an implementation of a
parton-based Gribov-Regge theory, which is an effective QCD-inspired field theory describing the
hard and soft scattering simultaneously. Hence, the calculations do not rely on the standard parton
distribution functions (PDFs) as used in generators like pyTHIA 8 and HERWIG++.

QGSIJET-II offers a phenomenological treatment of hadronic and nuclear collisions at high energies,
being developed in the Reggeon Field Theory framework. The soft and semi hard parton processes
are included in the model within the “semi hard Pomeron™ approach. Nonlinear interaction effects
are treated by means of Pomeron Pomeron interaction diagrams.The latest model version comprises
three important updates: treatment of all significant enhanced diagram contributions to the under-
lying dynamics, including ones of Pomeron loops, re-calibration of the model with new LHC data,
and improved treatment of charge exchange processes in pion-proton and pion-nucleus collisions.
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Track Reconstruction Eificiency

Nmatched ( PT, 77)
ewk(pT,1) = —
' Ngen(pTaU)
f 0.9_! T I T T T T I T T T T I T T T T I T T T T I T l_
o - ATLAS Simulation .
°%F R E
0.7 —
0.6] 4 MCND ]
0.5

0.af- ng,>2,p_>100 MeV, [n| <25 -
- \s=7TeV ]
_I 1 I 1 1 1 1 I 1 1 | 1 I 1 I 1 I ]

035773 -1 0 1 2

Systematic Uncertainty - .Size
(7 TeV, similar in all phase spaces)
Track Selection 1%
Material 2% - 15%
X2 probability 10% (only for p; > 10 GeV)

Systematic uncertainty dominated by the lack of knowledge of the material distribution!
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The Context = Inelastic cross-section

* Primary MC samples for inelastic cross-section measurements are based on the Pythia 8
generator either with the A2 tune and the MSTW 2008 LO PDF set or with the Monash
tune and the NNPDF 2.3 LO PDF set (same tunes as for MinBias)

In the DL model,
the Pomeron Regge
trajectory is given
by a(t)=1+e+a’t
with € and o’ free
parameters.
Default value (0.25)
was used for a’, but
different values
(from 0.06 to 0.10)
were used for €

Nov 28 - Dec 2, 2016

| T T T T | T T T T |
ATLAS

DL = Donnachie and
Landshoff (alternative

Data rpomeronﬂuxmodel)I I o]

Vs=13TeV, 60.1ub™

7
Pythia8 DL £=0.06 °
7
Pythia8 DL £=0.085 °
Pythia8 DL £=0.10 °
| Pythia8 SS~\_ o |
EPOS LHC S_S"= Schuler and °
Sjostrand (default
QGSJET-II pomeron flux model) °
I 1 1 1 1 | 1 1 1 1 I 1 1 1 1 |
60 65 70 75
-6
Ginel(§>1 0"°) [mb]

v

SS model predicts 74.4 mb, and thus exceeds the

measured value by ~¥ 4 o

V. Cairo

DL models are
all giving
predictions
compatible with
the data (the
best one being
DL with €=0.10)
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The ldea Behind Pythias - A3

* Summarising what shown in the previous slides:

* ATLAS used Run 1 data at the center-of-mass energy of 7 TeV to tune Pythia’s
MPI parameters = A2 tune for MB & pile-up event simulation

* Reasonably good description of the ATLAS Run 2 charged particle
distributions, but overestimation of the fiducial inelastic cross-section
compared to the ATLAS measurements at both Vvs=7 and 13 TeV

e <u>insimulation reweighted to match data
* rescaling factor (driven by the fraction of the visible cross section wrt the
total inelastic cross section for data and for MC) of 1.11 with large
uncertainties

* In this scenario, the idea was to try and get an improved tune which better

describes the visible inelastic cross-section by still giving good predictions of the
charged particle distributions...
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Pythias - A3

Pythia 8 (v. 8.186) with PDFs taken from LHAPDF version 6.1.3

Rivet Analysis Toolkit (v. 2.4.1)
PROFESSOR MC tuning system (v. 1.4.beta)

ATL-PHYS-PUB-2016-017

Many parameters used for the tuning, each of them evaluated in a sampling range

Starting point is Monash :

e The parameters not mentioned
here are left unchanged wrt
Monash

e But.. two important aspects

changed: o
* Double Gaussian profile with 2

Parameter

Sampling range

MultipartonInteractions:pTORef
MultipartonInteractions:ecmPow

MultipartonInteractions:coreRadius
MultipartonInteractions:coreFraction

BeamRemnants:reconnectRange

Diffraction:PomFluxEpsilon
Diffraction:PomFluxAlphaPrime

free parameters used in place

1.00
0.10
0.40
0.50
0.50
0.02
0.10

[ T

3.60
0.35
1.00
1.00
10.0
0.12
0.40

of the exponential overlap
function used by Monash

DL diffraction model used in
place of the SS model used in
Monash (and in all the others
Pythia tunes)

Nov 28 - Dec 2, 2016 V. Cairo

v

DL models has two tunable
parameters, which control the
Pomeron Regge trajectory
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a ‘ ATL-PHYS-PUB-2016-017
Pythias - A3

* A wide range of analyses used for the tuning

Vs Measurement type Rivet name

13 TeV MB ATLAS_2016_11419652 [3]

13 TeV INEL XS MC_XS [5]

7 TeV MB ATLAS_2010_S8918562 [11]
7 TeV INEL XS ATLAS_2011_189486 [4]

7 TeV RAPGAP ATLAS_2012_11084540 [15]
7 TeV ETFLOW ATLAS_2012_11183818 [14]
900 GeV MB ATLAS_2010_S8918562 [11]
2.36 TeV MB ATLAS_2010_S8918562 [11]
8 TeV MB ATLAS_2016_11426695 [16]

|

Not directly used for the tuning, but
compared with A3 after the tuning
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* New approach:

e PROFESSOR was used in the past to parameterise each bin of each
observable as a N-dimensional 3" order polynomial (N being the number of

ATL-PHYS-PUB-2016-017

Pythia8 - A3: Tuning Strategy

tuned parameters). The x? wrt the reference data was then minimised;

* Now:

1. Generate soft QCD inelastic pp events

2. Tune to the MB observables first (only measurements available at

many Vs)

3. Add other measurements and check effects on parameters
4. Tune everything together and ensure things look reasonable
5. Pick-up the values which give the best results compared to data

Parameter

Observation from Step 2 Observation from Step 3

MultipartonInteractions:pTORef
MultipartonInteractions:ecmPow
MultipartonInteractions:coreRadius
MultipartonInteractions:coreFraction
BeamRemnants:reconnectRange
Diffraction:PomFluxEpsilon
Diffraction:PomFluxAlphaPrime

Within 2.4 and 2.5 -
Fixed at 0.21 Fixed at 0.21
Poorly constrained Around 0.5

Poorly constrained
Between 1.5 to 2
Between 0.055 and 0.075
0.25

Poorly constrained

Around 6 or between 1.5 to 2
Not constrained

Not constrained

Nov 28 - Dec 2, 2016
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ha — A@ E[@@H T’un@ ATL-PHYS-PUB-2016-017

» Weight files containing all available measurements at all centre-of-mass
energies constructed to be used in Professor framework

* Final parameters chosen to get the best description of MB observables at
Vs =13 TeV
* Not dramatic disagreement with MB distributions at lower Vs

* It was controlled that Diffraction:PomFluxEpsilon parameter was within an
appropriate range to get a description of the inelastic cross section

Parameter A3 value A2 value Monash value
MultipartonInteractions:pTORef 2.45 1.90 2.28
MultipartonInteractions:ecmPow 0.21 0.30 0.215
MultipartonInteractions:coreRadius 0.55 - -
MultipartonInteractions:coreFraction 0.90 - -
MultipartonInteractions:al - 0.03 -
MultipartonInteractions:expPow - - 1.85
BeamRemnants : reconnectRange 1.8 2.28 1.8
Diffraction:PomFluxEpsilon 0.07 (0.085) - -
Diffraction:PomFluxAlphaPrime 0.25 (0.25) - -
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Pythia8 Tunes Comparison

Wrt other tunes based on SS diffraction model:
* Better description of the Fiducial Inelastic Cross section

ATLAS data (mb)  SS (mb) A3 (mb)

At+/s =13 TeV 68.1+14 74.4 69.9
At+/s =7 TeV 60.3 £2.1 66.1 62.3

* Better description of charged particles n distributions at the highest centre-of-
mass energy

0.9 TeV 8 TeV 13 TeV
Charged particle 7, track p1 > 500 MeV, for Ney > 1 Charged particle 1, p; > 500MeV, |n| < 2.5, for N, > 1 Charged particle 1, p1 > 500MeV, |n| < 2.5, 7 > 300 ps
3 R TS
= 2 o £ PE
= : = = LB
08 15—
F —e— ATLAS Data C —e— ATLAS Data 15 & —e— ATLAS Data
0.6 — —-—= A2 C ——= A2 C ——— A2
C -+-.- Monash L= -.=-- Monash 1 -+-- Monash
04— — A3 F — A3 E — A3
0.2 F ATLAS Simulation 0.5 } ATLAS Simulation 0.5 = ATLAS Simulation
: g \/ETSTEV | ﬁT13Tev |
LS E
= 0oog Ve L 2 L
g s oot B | g o
9 Q095 | TTTTTTmrTemmemmsmommmeotT - Q095 B T T T e s e T TR
=i = 0.9 ? =
OB E 1 ! \ ! ! Loy | \
2 1 0 1 2 1 0 1 2
\1’ " n )
A3 underestimates the data at 0.9 TeV, y y
but the focus of the study is the pile-up Very good description by A3!
simulation at 13 TeV, thus this effect is
negligible
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Pythia8 Tunes Comparison

e Charged particles multiplicity predicted with a similar level of agreement by all
generators at all Vs, except at 0.9 TeV

0.9 TeV 8 TeV 13 TeV

Charged multiplicity > 1, track p1 > 500 MeV Charged multiplicity > 1, track p. > 500 MeV, [5] < 2.5 Charged multiplicity > 1, p; > 500 MeV, |5 < 2.5, 7 > 300 ps

5 3 101 -
S —e— ATLAS Data £ 10 —e— ATLAS Data S 107 —e— ATLAS Data
< -—- A2 = -—— A2 <] E e A2
S} ) -2
”Ei ----- Monash ”g 1072 Ty, e Monash S 10 E 0 Ty, e Monash
T2 — A3 = S — A3 L E a3
ATLAS Simulation 10-3 L e ATLAS Simulation — 1073 E ATLAS Simulation
"""a,,‘a V5 = 0.9 TeV g . /5=8TeV . 5= 13 TeV
-3 L b r E
10 b T 1074 g
......... 10° E
107 = 1077 = F
EEEEE 1076
10—5 ;J—l L1 L1l L1l L1l L1l ‘ Ll ‘ LLlL ‘ LLlL LLlL L1l 1077 ; L L N ———
E 14 e
] £ ] E T
I 5 g 125
a a SRR - N o=
S S o i ------- - -
= = = 08 L
L L L L L 11 L1 0‘6: [T T [ T I BRI O
20 40 60 80 100 120 20 40 60 80 100 120 140
Nen Nen

l A2 describes the
Shape of A3 multiplicity better
prediction similar at than A3
all vs

Not very good predictions
given by A3 at the lowest Vs
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Pythia8 Tunes Comparison

* Charged particles p; predicted similarly by A3 and Monash

0.9 TeV 8 TeV 13 TeV

Charged particle p., track p; > 500 MeV, for Ney, > 1 Charged particle p., py > 500 MeV, || < 2.5, for Ng, > 1 Charged particle pi, p1 > 500MeV, |n| < 2.5, 7 > 300 ps
J 1k S = B
=] E | 1
g E —e— ATLAS Data g 1k —e— ATLAS Data g g —e— ATLAS Data
Tof - . By Sk —-- a2
'3 % ----- Monash S 10 E ™ L. Monash ':’ e e, e Monash
1072 — A £ ok — A3 Sk - imulati
< E ATLAS Simulation o 1077 ATLAS Simulation < E ATLAS Simulation
3107% = Vs =0.9 TeV ﬁg 10-3 ; Vs =8TeV Z; 103 ;7 Vs =13 TeV
5 = 5 E = E
= E E
0 E - 1074 & 107 e
e 10-° 107 =
-6 E F
107" e L L 1075 = | 10-° S
1.4 ;7 1.4 1.4 =
g 12F 2 E £ 12
5 == = E Fisis. e
5 'F " £ g 1 7_‘?_-':':‘-'-_-__-—-:#'-‘
2 E &) E 9 E ===
= 08 E b= = = 08 =
0.6 £ — | | 0‘65\\\\‘ L
L1l 1 L1l 1 101
1 10*
P [GeV] 1 [GeV]

Not very good predictions A3 describes the p;

given by A3 at the lowest Vs Similar predictions by spectrum better than
all generators
A2
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Pythia8 Tunes Comparison

ATL-PHYS-PUB-2016-017

* Charged particles <p;> vs multiplicity: the choice of lower colour reconnection
strength (BeamRemnants:reconnectRange = 1.8 in A3 and Monash, 2.28 in A2 ) led
to slight improvement over A2

Nov 28 - Dec 2, 2016
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Pythia8 Tunes Comparison

* Charged particles <p;> vs multiplicity: the choice of lower colour reconnection
strength (BeamRemnants:reconnectRange = 1.8 in A3 and Monash, 2.28 in A2 ) led
to slight improvement over A2

Charged (p.) vs. Nen, track p; > 500 MeV, for Ng, > 1 Charged (p.) vs. Nen, track p; > 500 MeV, for Ng, > 1
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* Transverse Energy Flow and Rapidity Gap distributions at 7 TeV

Good
predictions
given by A3
in the first

bins
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Rapidity gap size in 7 starting from n = £4.9, pp > 400 MeV
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Pythia8 Tunes Comparison

Good
predictions
given by A3

at high p;

low p;

dominated
by
diffraction
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Summary of Pythia 8 - A3

* Featuresof A3: | JF

f‘ | -
ik ,
* Aimed at modeling low-p; QCD processes at the highest energies

e Different diffraction model wrt other tunes (DL vs SS)
e Early ATLAS Run 2 soft-QCD results at 13 TeV added in the tuning

* Performance: 5‘""‘

* Predictions of inelastic cross-sections closer to the measured values
 Reasonable predictions of charged particles distributions

* Message to take away:

e Acceptable description\\' ata can be achieved by using the Donnachie-
Landshoff model for diffraction

* Possible starting point for further systematic studies of soft-QCD tunes
 Animproved and more reliable simulation of pile-up overlay can be obtained
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