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Motivations
• Non-zero Vub --> CP 

violation in B decays

• Vub vs. sin(2φ1) --> strong 
constraint on UT.

Direct:   sin 2φ1 = 0.67±0.03
Indirect: sin 2φ1 = 0.76±0.04
Difference:        = 0.09±0.05
Not statistically significant, but…

Model independent NP in B mixing
Add new amplitude to SM

→ modifies φ1 to φ1 + φd
NP
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Semileptonic B for Vub

u quark turns into  one or 
more hadrons

kinematic variables 
for B → Xlν 

* |Vub| from tree level processes.

* Presence of a single hadronic current 
allows control of theoretical uncertainties.

Γ (b→ u!−ν̄)
Γ (b→ c!−ν̄)

≈ |Vub|2

|Vcb|2
≈ 1
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E! = lepton energy

q2 = (p! + pν)2

mX = mass of the hadronic part
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|Vcb|! |Vub|



The “Two Towers”

Exclusive
• good suppression of  

b --> c; high S/N

• but, small BF

• need Form Factor 
as a ftn. of q2
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Inclusive
• easy at the parton-level 

• kinematic cuts to cope 
with b --> c

• need to know non-pert. 
effects (SF)

dΓ(B → π"ν)
dq2

= |Vub|2
G2

F

24π3
|pπ|3

∣∣f+(q2)
∣∣2
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Electron and Muon identification in Belle
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Notable Milestones

• non-zero Vub from both inclusive & exclusive
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TABLE I. Summary of data yields in the signal bin and the corresponding ISGW II [8] efficiencies and fit results. The errors on
the fitted signal yields are completely correlated within the two p modes and within the three vector modes.

p6 p0 r6 r0 v

Y!4S" yield 46 19 47 73 7

Continuum 1 fake bkg. 9.8 6 2.1 1.5 6 0.5 9.5 6 2.1 5.8 6 1.2 0.3 6 0.8
Efficiency (ISGW II) 0.023 0.015 0.015 0.024 0.006

Signal yield from fit 26.6 6 6.1 8.6 6 2.0 19.5 6 3.3 15.1 6 2.5 3.5 6 0.6
b ! c bkg. from fit 7.0 6 1.2 2.9 6 0.8 15.2 6 1.8 21.5 6 2.2 4.6 6 1.1
b ! u bkg. in fit 0.5 6 0.1 0.2 6 0.1 2.7 6 0.2 2.9 6 0.2 0.5 6 0.1
Cross feed bkg. from fit 4.1 6 0.8 1.5 6 0.3 4.9 6 0.9 13.4 6 2.5 0.8 6 0.2

spectator b ! u!n model and a pp mass spectrum

that is either a r lineshape or the dipion shape from a

hadronization model.

Table II summarizes the contributions to the systematic

errors. Uncertainty in the decay model of the nonsignal

B and inaccuracies in detector simulation constitute the

dominant contributions. These effects were investigated

by varying the K0
L fraction, charm semileptonic decay

rate, charged particle and photon-finding efficiencies, false

charged particle and photon simulation, charged par-

ticle momentum resolution, and photon energy resolu-

tion. Variations in the rates for B ! D!!"X!n and for

feeddown from higher mass B ! Hu!n lead to small

changes only.

The branching fractions for B0 ! p2!1n and

B0 ! r2!1n are listed in Table III for each model. The
predicted and observed r#p ratios are generally consis-

tent, though the probability that the Körner and Schuler

model [10] is consistent is under 0.5%. We choose to

exclude this model in averages. The four remaining

models give B!B0 ! p1!2n" ! !1.8 6 0.4 6 0.3 6
0.2" 3 1024 and B!B0 ! r1!2n" ! !2.5 6 0.410.5

20.7 6
0.5" 3 1024, where the errors are, in order, statistical,

systematic, and an estimate of the model uncertainty

based on the spread of models and individual model er-

rors. The average r#p rate ratio is 1.410.6
20.4 6 0.3 6 0.4.

FIG. 2. Reconstructed mass distributions for r ! pp (left),
v ! 3p (top right), and for p0p0 from B ! p0p0!n (bottom
right) in the !Mm!n , DE" signal bin. Figure 1 describes the
components. The arrows indicate the mass ranges fit.

For each model, the branching fractions, isospin rela-

tions, and predicted p! spectral shapes can be combined

to obtain a total rate for the five modes into the ranges

2.4 , p! , 2.6 GeV#c (where p, r, and v should be

the dominant modes) and 2.3 , p! , 2.6 GeV#c (used
in the inclusive jVubj measurements). For the smaller

range, we find our rate is consistent with saturation of the

inclusive rate measured at CLEO [2], and we obtain the

90% C.L. upper limit of 0.44 3 1024 on the combined

branching fraction of all other modes into this range. For

the broader range, we obtain the limit 1.03 3 1024.

Table III lists the values extracted for jVubj from
these branching fractions and the predicted partial widths,

assuming tB0 ! 1.56 6 0.05 ps and tB0 #tB1 ! 1.02 6
0.04 [16]. To obtain jVub javg, the data were refit with

the p#r ratio fixed to the prediction of each model.

Correlations in the modes from our fitting procedure are

thereby accounted for; we also account for correlated

systematics. Averaging over the the different models, we

find jVubj ! !3.3 6 0.210.3
20.4 6 0.7" 3 1023, where the

errors are statistical, systematic (including B0 lifetime),

and estimated model dependence. This agrees with the

value of jVub j obtained from the inclusive end point

rate [2].

These are the first exclusive b ! u branching fraction
measurements. The value for jVub j obtained lends con-
siderable confidence to previously determined values.

We thank G. Burdman, J. Flynn, N. Isgur, D. Scora,

and B. Stech for assistance with form factor models.

TABLE II. Contributions to the systematic error (%) in each
branching fraction (B) and the ratio of rates. Simulation of the
detector and the second B contribute to n simulation.

Source Bp Br ratio

n Simulation 14.5 14.8 12.7

B ! D#D!X!y 2.1 3.2 3.9

Fakes 1 continuum 5.4 6.7 8.6

b ! u!n Feeddown 2.2 7.5 9.8

Lepton ID 2.0 2.0 2.0

Luminosity 2.0 2.0 –

f12t1#f00t0 3.2 1.9 3.3

Nonresonant pp!n 25.0 220.0 216.0
Total 116.3 118.4 119.0

217.0 227.2 224.8

5003

ARGUS
PLB 234, 409 (1990)

CLEO
PRL 64, 16 (1990)

CLEO, PRL 77, 5000 (1996)
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• ν reconstruction by (E,p)miss

• “simulated annealing” to separate 
the particles as belonging to signal B and 
the other B
see S. Kirkpatrick et al., Science 220, No.4598 
(1983)

• good effi. w/ reasonable Mx resol.

• Belle’s result: PRL 92, 101801(2004)

• First result with Mx & q2 cut q2>8GeV2 Mx<1.7GeV

Novel  Xu recon. by Belle
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In the PDG(2004) mini-review on Vub

Citation: S. Eidelman et al. (Particle Data Group), Phys. Lett. B 592, 1 (2004) (URL: http://pdg.lbl.gov)

∣∣Vcb
∣∣ × F (1) (from B → D− !+ν)

∣∣Vcb
∣∣ × F (1) (from B → D− !+ν)

∣∣Vcb
∣∣ × F (1) (from B → D− !+ν)

∣∣Vcb
∣∣ × F (1) (from B → D− !+ν)

VALUE DOCUMENT ID TECN COMMENT

0.0418±0.0037 OUR EVALUATION0.0418±0.0037 OUR EVALUATION0.0418±0.0037 OUR EVALUATION0.0418±0.0037 OUR EVALUATION with ρ2=1.15 ± 0.16 and a correlation of 0.93. The

fitted χ2 is 0.3 for 4 degrees of freedom.
0.039 ±0.004 OUR AVERAGE0.039 ±0.004 OUR AVERAGE0.039 ±0.004 OUR AVERAGE0.039 ±0.004 OUR AVERAGE

0.0411±0.0044±0.0052 9 ABE 02E BELL e+ e− → Υ(4S)

0.0416±0.0047±0.0037 10 BARTELT 99 CLE2 e+ e− → Υ(4S)

0.0278±0.0068±0.0065 11 BUSKULIC 97 ALEP e+ e− → Z
• • • We do not use the following data for averages, fits, limits, etc. • • •

0.0337±0.0044+0.0072
−0.0049

12 ATHANAS 97 CLE2 Repl. by BARTELT 99

9Using the missing energy and momentum to extract kinematic information about the

undetected neutrino in the B0 → D− #+ ν decay.
10BARTELT 99: measured using both exclusive reconstructed B0 → D− #+ ν and B+ →

D0 #+ν samples.
11BUSKULIC 97: measured using exclusively reconstructed D± with a a2=−0.05± 0.53±

0.38. The statistical correlation is 0.99.
12ATHANAS 97: measured using both exclusive reconstructed B0 → D− #+ ν and B+ →

D0 #+ν samples with a ρ2=0.59 ± 0.22 ± 0.12+0.59
−0 . They report their experiment’s

uncertainties ±0.0044 ± 0.0048+0.0053
−0.0012, where the first error is statistical, the second

is systematic, and the third is the uncertainty due to the form factor model variations.
We combine the last two in quadrature.

DETERMINATION OF V

Updated December 2003 by M. Battaglia (University of Califor-
nia, Berkeley and LBNL) and L. Gibbons (Cornell University,
Ithaca) .

The precise determination of the magnitude of Vub with

a robust, well-understood uncertainty remains one of the key

goals of the heavy flavor physics programs, both experimentally

and theoretically. Because |Vub|, the smallest element in the

CKM mixing matrix, provides a bound on the upper vertex of

one of the triangles representing the unitarity property of the

CKM matrix, it plays a crucial role in the examination of the

unitarity constraints and the fundamental questions on which

the constraints can bear (see the minireviews on the CKM

matrix [1] and on CP violation [2] for details). Investigation

of these issues require measurements that are precise and that

have well-understood uncertainties.

HTTP://PDG.LBL.GOV Page 25 Created: 6/17/2004 17:46

Citation: S. Eidelman et al. (Particle Data Group), Phys. Lett. B 592, 1 (2004) (URL: http://pdg.lbl.gov)

information from the different regions of phase space where the

experimental and theoretical correlations can be made manifest

more straightforwardly.

We further stress that we view all three regions as equally

crucial in this combination of information, as a more complete

evaluation of the inclusive uncertainty than has previously

existed is necessary for proper use of the inclusive results. The

choice of the phase space region should not be misconstrued as

a preference of experimental technique. Indeed, we look forward

to a similar (or improved) analysis when a sample of clean

results based on fully tagged B samples have been obtained for

all regions of phase space.

At present only Belle [46] has contributed a result for this

region of phase space, so for now we take this result as the

“central value”:

|Vub|/10−3 = 4.63 ± 0.28stat ± 0.39sys ± 0.48fqM
± 0.32Γthy

± σWA ± σSSF ± σLQD . (5)

Additional measurements by the B factories of the rate in

this region of phase space will soon improve the experimental

uncertainties.

We must determine the last three uncertainties for weak

annihilation (WA), subleading shape function corrections (SSF)

and local quark hadron duality (LQD). The measurements from

other regions of phase space are crucial for this task.

We assume that the WA contribution is largely contained

within each of the p! > 2.2 GeV/c, the MX < 1.55 GeV

and the combined MX < 1.7 GeV, q2 > 8 GeV2 regions. The

contribution will be most diluted in the low MX region, with

the rate fraction fM = 0.55 ± 0.14, and most concentrated in

the endpoint region, with the rate fraction fe = 0.14 ± 0.03

HTTP://PDG.LBL.GOV Page 39 Created: 6/17/2004 17:46



Roadmap for Vub - “Morri’s chart”
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How well can we measure the q2 dist. for B→Xu l ν ?

Exclusive B → Xu!ν

low middle high

poor

mod.

good

S/N

Eff.

trad.
ν recon.

Full recon.

advanced
ν recon.

D(*) l ν tag

Lum.

dΓ(B → π"ν)
dq2

= |Vub|2
G2

F

24π3
|pπ|3

∣∣f+(q2)
∣∣2
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FIG. 13: Comparison of coarse lattice data with some results
from one of the fine MILC ensembles. Shown are results for
f⊥ and f‖ at Eπ = 0.79GeV.

that were made previously and that we are systemati-
cally improving upon, such as partial quenching, linear
chiral extrapolations, working with currents at lowest or-
der in 1/M , did not drastically affect the theory. The
solid curves in Fig.14 are fits to our new results using the
Ball-Zwicky (BZ) [50] parametrization of f+ and f0. We
have also tried fits to other parametrizations, described
in the Appendix, including the Becirevic-Kaidalov (BK)
[49], Richard Hill (RH) [20] and a series expansion (SE)
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FIG. 14: Form factors f+(q2) and f0(q
2) in the chiral limit.

The black squares and triangles are the new and final results
for f+ and f0 respectively. For comparison, the data from
ref.[17] are also shown as circles. The full black curves follow
a BZ parametrization fit (see text) to the new data. Errors
are combined statistical and chiral extrapolation errors.

[19, 21, 51, 52] parametrization. The RH parametriza-
tion fit is essentially indistinguishable from the BZ fit.
The BK fit is also a good fit to our data although not
quite as good as the first two. This should not be surpris-
ing, since the BK fit has only three parameters to tune
whereas the BZ and RH fits are both four parameter
fits. Any further parameters, however, are very poorly
determined and do not help in the fit. Another class of
fit ansaetze, the series expansion (SE) fits, are discussed
in the Appendix. The main reason we are interested in
obtaining a good analytic parametrization of the form
factors, is to facilitate partial integration of differential
decay rates, as discussed below. These parametrizations
can also be used to try and extrapolate to lower q2 where
lattice data are currently not available.

The statistical plus chiral extrapolation errors for
f+(q2) lie between 7 ∼ 10% depending on q2. They are
smaller for the form factor f0(q2). For q2 ≥ 16GeV 2, the
range we will be focusing on, the average error for f+(q2)
comes out to be ∼ 8%. In Table VI we list this average
statistical plus chiral extrapolation error together with
estimates of systematic errors from other sources. These
other systematic errors are dominated by the ∼ 9% un-
certainty in higher order matching of the heavy-light cur-
rents.

The differential partial decay rate for B → π lν, ignor-
ing the charged lepton mass, is given by,

dΓ

dq2
=

G2
F

24π3
p3

π |Vub|2 |f+(q2)|2 (21)

where GF is the Fermi constant and pπ the magnitude

f+

f0

Form-factors for exclusive

12

- for the non-pert. QCD effect

FIG. 1: Predictions for dΓ(B → π"ν)/dq2 (left) and for dΓ(B → ρ"ν)/dq2 (right) for a variety of
calculations, illustrating the range of variation of the predicted q2–dependence. See Section VI for
further discussion of the calculations.

III. EVENT RECONSTRUCTION AND SELECTION

The CLEO detector [49, 50] contains three concentric tracking devices within a 1.5 T
superconducting solenoid that detect charged particles over 95% (93%) of the solid angle
for the first third (last two thirds) of the data. For the last two thirds of the data, a silicon
vertex detector replaced a straw-tube wire chamber. The momentum resolution at 2 GeV/c
is 0.6%. A CsI(Tl) electromagnetic calorimeter, also inside the solenoid, covers 98% of 4π.
A typical π0 mass resolution is 6 MeV. Charged tracks are assigned the most probable mass
based on specific ionization, time of flight, and the relative rates as a function of momentum
for proton, K+, and π+ production in B decay.

The undetected neutrino complicates analysis of semileptonic decays. Because of the
good hermeticity of the CLEO detector, we can reconstruct the neutrino via the missing
energy (Emiss ≡ 2Ebeam −

∑

Ei) and missing momentum ("Pmiss ≡ −
∑

"pi) in each event.
In the process e+e− → Υ(4S) → BB̄, the total energy of the beams is imparted to the
BB̄ system; at CESR, that system is at, or nearly at, rest. (A small crossing angle has
been in use at CESR for most of the running.) The missing mass, M2

miss ≡ E2
miss − |"Pmiss|2,

must be consistent, within resolution, with a massless neutrino. Specifically, we require
−0.5 < M2

miss/2Emiss < 0.3 GeV for events with a total charge ∆Q = 0, and |M2
miss|/2Emiss <

0.3 GeV for events with |∆Q| = 1.
Signal Monte Carlo (MC) events show a |"Pmiss| resolution of 85 MeV/c. The resolution on

Emiss is about three times larger than the momentum resolution [51]. Significant effort has
been devoted to minimizing multiple counting of charged particles in the track reconstruction
(e.g., particles that curl multiple times within the tracking volume), and to suppressing
clusters in the calorimeter from charged hadrons that have interacted.

With an estimate of the neutrino four–momentum in hand, we can employ full recon-
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further discussion of the calculations.
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large variations among models

HPQCD, PRD73, 074502 (2006)

Form-factor models based on
- Relativistic quark models (ISGW2)
- LCSR for low q2
- LQCD for high q2

Hadronic current Hµ for B̄0 → π+"−ν̄:

Hµ =
〈
π+(p′)|uγµb|B̄0(p)

〉
= f+(q2)(p + p′)µ

In the limit of massless lepton,

dΓ(B → π"ν)
dq2d cos θ!

= |Vub|2
G2

F

32π3
|&pπ|3 sin2 θ!

∣∣f+(q2)
∣∣2

How well can we measure the q2 dist. for B→Xu l ν ?



To tag, or not to tag...

tagged with
- Hadronic B (“Full Reconstruction”)

- Semileptonic B

untagged
- loose neutrino reconstruction
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Tagging with hadronic B (“Full Recon”)
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We reconstruct D− → K+π−π−, K+π−π−π0, K0
Sπ−, K0

Sπ−π0, K0
Sπ−π−π+; D∗− → D0π−;

D0 → K+π−, K+π−π0, K+π−π−π+, K0
Sπ+π−; and D∗0 → D0π0, D0γ. Then we use D− and D∗−

(D0 and D∗0) decays as a “seed” to reconstruct B0 (B+) decays. Overall, we correctly reconstruct
one B candidate in 0.3% (0.5%) of the B0B0 (B+B−) events. The kinematic consistency of a Breco

candidate with a B meson decay is checked using two variables: the beam-energy substituted mass
mES =

√
s/4 − #p 2

B and the energy difference ∆E = EB −
√

s/2. Here
√

s refers to the total energy
in the Υ (4S) center of mass frame, and #pB and EB denote the momentum and energy of the Breco

candidate in the same frame. For signal events the mES and ∆E distributions peak at the B meson
mass and at zero, respectively.

The combinatorial background from BB events and e+e− → qq̄ (q = u, d, s, c) production, in
the Breco sample, is subtracted by performing an unbinned likelihood fit to the mES distribution,
using the following threshold function [13]

dN

dmES
= N · mES ·

√
1 − x2 · exp

(
−ξ · (1 − x2)

)
(1)

for the background (where x = mES/mmax and mmax is the endpoint of the curve) and a Gaussian
function corrected for radiation losses [14] peaked at the B meson mass for the signal (Fig. 1).
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Figure 1: Fit to the mES distribution for events with a fully reconstructed B0 (left) or B+ (right)
decay, after the request of a prompt energetic lepton (top) and after all selection criteria for B → π&ν
decays (bottom). The fitted curve (black line) to the data points (black dots) is the sum of a
radiation loss corrected gaussian and a threshold function described by Eq. 1 (dashed line).
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is estimated by MC simulation.

We then impose a constraint based on the kinematics of the double semilep-
tonic decay in the Υ(4S) rest frame. In the semileptonic decay on each side,
B1(2) → Y1(2)ν (Y1 = D(∗)" and Y2 = Xu"), the angle between the B1(2)

meson and the detected Y1(2) system θB1(2)
is calculated from the relation,

P ∗
ν

2 = (P ∗
B − P ∗

Y )2 = 0 (P ∗: 4-momentum vector) and the known p∗B (the
absolute momentum of the mother B meson). This means that the B1(2) di-
rection is constrained on the surface of a cone defined with the angle θ∗B1(2)

around the direction of the Y1(2) system, as shown graphically in Fig. 1. The
back-to-back relation of the two B meson directions then implies that the
real B direction is on the intersection of the two cones when one of the B
systems is spatially inverted. Denoting θ∗12 the angle between the p∗Y 1 and
−p∗Y 2, the B directional vector $nB = (xB, yB, zB) is given by, zB = cosθ∗B1

,
yB = (cosθ∗B2

− cosθ∗B2
cosθ∗12)/sinθ∗12, and

xB
2 = 1 −

1

sin2θ∗12
(cos2θ∗B1

+ cos2θ∗B2
− 2cosθ∗B1

cosθ∗B2
cosθ∗12) (1)

with the coordinate definition in Fig. 1, where the p∗Y 1 and p∗Y 2 are aligned
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for true signal, 0 < x2
B < 1
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Table 1
Detection efficiency matrix based on the LCSR model in units of 10−3

Generated mode True q2 (GeV2/c2) Reconstructed q2 (GeV2/c2)

< 8 8–16 ! 16

< 8 1.71 0.05 0.00
π−"+ν 8−16 0.21 1.82 0.03

! 16 0.00 0.24 1.89
< 8 0.59 0.07 0.02

ρ−"+ν 8−16 0.03 0.65 0.13
! 16 0.00 0.05 0.81
< 8 1.27 0.10 0.01

π0"+ν 8−16 0.07 1.43 0.09
! 16 0.00 0.06 1.45
< 8 1.50 0.10 0.01

ρ0"+ν 8−16 0.08 1.71 0.08
! 16 0.01 0.13 1.82

Fig. 2. Reconstructed M(Kππ) distribution (a) and x2
B distribution (b) for the

B0 → D∗−"+ν calibration decay, (c) and (d) are for the B+ → D∗0"+ν de-
cay; points with error bars are data and the histogram is the BB̄ MC.

for a B̄0 tag and B+
sig → D̄∗0"+ν followed by D̄∗0 → D̄0π0,

D̄0 → K+π− for a B− tag, with the same requirement on
the tagging side. Figs. 2(a) and (c) show the MKππ distribu-
tions that are obtained in data and expected from MC. As a
result, we obtained 224.7±15.4 (295.9±17.6) B̄0(B−) tagged
events. These values are in a good agreement with expected
values 224.5 ± 9.5 (288.6 ± 11.7) calculated from the branch-
ing fractions B(B0 → D∗−"+ν), B(D∗−(0) → D̄0π−(0)) and
B(D̄0 → K+π−) in [22] and efficiencies obtained from MC.
Here, we use B(B+ → D̄∗0"+ν) calculated from B(B0 →
D∗−"+ν) and the lifetime ratio [22]; B(B+ → D̄∗0"+ν) =
B(B0 → D∗−"+ν)× (τB+/τB0). The ratio of the reconstructed
to expected value, R = 1.00 ± 0.08 ± 0.05(1.03 ± 0.07 ± 0.05)

where the first error is statistical error and the second is due
to the uncertainty of the branching fractions from [22], is con-

Table 2
Signal yields and the χ2 values for each q2 region

Mode N<8 N8−16 N!16

π−l+ν 64.8 ± 11.9 63.2 ± 12.4 40.6 ± 11.3
ρ−l+ν 22.1 ± 8.0 53.2 ± 13.5 30.9 ± 16.0
π0l+ν 18.1 ± 5.1 34.5 ± 8.3 18.6 ± 6.5
ρ0l+ν 47.2 ± 11.2 68.3 ± 16.5 32.5 ± 12.3
χ2/ndf 172.4/(200−4) 190.7/(200−4) 172.1/(200−4)

sistent with unity. Figs. 2(b) and (d) show a comparison of the
reconstructed x2

B distribution in the above data samples with
MC simulation. Data and MC are in good agreement.

4. Extraction of branching fractions

The B0 → π−/ρ−"+ν and B+ → π0/ρ0"+ν signals are
extracted using binned maximum likelihood fits to the two-
dimensional (x2

B,MX) distribution, where MX is the nominal
pion mass for B → π"+ν candidates and the invariant mass
of two pions for B → ρ"+ν candidates. The fit includes seven
components: the four signal modes and the other B0 → X−

u "+ν

and B+ → X0
u"

+ν backgrounds, the background from BB̄

events containing no B → Xu"ν. For each component of the
fit, the PDF (probability density function) is a normalized two-
dimensional histogram in (x2

B,MX), generated by MC simu-
lation. The π/ρ signal events exhibit a characteristic behav-
ior in both the x2

B and MX distributions; other B → Xu"
+ν

events exhibit a weak peaking structure in x2
B but a broad

distribution in MX; the BB̄ background has a relatively flat
distribution in x2

B and a broad structure in MX . We then fit
the two (x2

B,MX) distributions for both B̄0 and B− tags si-
multaneously; the fitting is constrained so that the sum of the
deduced branching fractions for B → π"+ν, B → ρ"+ν and
B → other Xu"

+ν is equal to the total inclusive branching
fraction B(B → Xu"ν) = (0.25 ± 0.06)% [20]. Fig. 3 shows
the projections on MX and x2

B of the fitting result for data
in the entire q2 region. The extracted yields for the signal
components are N(B0 → π−"+ν) = 155.8 ± 20.0, N(B0 →
ρ−"+ν) = 92.9 ± 19.4, N(B+ → π0"+ν) = 69.0 ± 11.4 and
N(B+ → ρ0"+ν) = 135.4 ± 24.8, with the LCSR model used
for the four signal PDFs. For the nominal fit, we obtain a
χ2 = 212.3 for 200–5 degrees of freedom. Fig. 4 shows projec-
tions of the data, separated into three q2 bins, q2 < 8 GeV2/c2,
8 " q2 < 16 GeV2/c2 and q2 ! 16 GeV2/c2. Here the nor-
malizations of the other B → Xu"ν and the BB̄ background
components are fixed to those obtained in the above fitting for
the entire q2 region. The extracted signal yields and the χ2

values for each q2 bin are shown in Table 2. The correlation
between the π−(0)"+ν and ρ−(0)"+ν signal yields is found to
be small with respect to their statistical errors.

Table 3 summarizes the extracted branching fractions. The
branching fractions are calculated for each signal FF-model,
where we take the average for cross-feed FF-models. The re-
sults are unfolded by using the efficiency matrix εij , as defined
in Eq. (2), prepared for each signal FF-model. We calculate the

B0 → D∗−!+ν

B+ → D̄∗0!+ν

calibration modes
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spect to the D meson flavor and a laboratory momentum
(plab

! ) greater than 1.0 GeV/c. The D meson candidates are
reconstructed by using seven decay modes of D+: D+ →
K−π+π+, K−π+π+π0, K0

Sπ+, K0
Sπ+π0, K0

Sπ+π+π−,
K+K0

S , K+K−π+; and ten decay modes of D0: D0 → K−π+,
K−π+π0, K−π+π+π−, K0

Sπ0, K0
Sπ+π−, K0

Sπ+π−π0,
K−π+π+π−π0, K+K−, K0

SK+K−, K0
SK−π+.

The candidates are required to have an invariant mass mD

within ±2.5σ (σ is a standard deviation) of the nominal D mass
[22], where the mass resolution σ ranges from 4 to 20 MeV/c2

depending on the decay mode. D∗ mesons are reconstructed in
the modes D∗+ → D0π+, D+π0 and D∗0 → D0π0 by com-
bining a D meson candidate and a charged or neutral pion.
Each D∗ candidate is required to have a mass difference $m =
mD̄π − mD̄ within ±2.5σ of the nominal values [22], where
σ ranges from 0.5 to 1.5 MeV/c2 depending on the D∗ decay
modes.

For the reconstruction of Bsig → Xu!ν, the lepton candidate
is required to have the right sign charge with respect to the Xu

system and plab
! greater than 0.8 GeV/c. The Xu system may

consist of one pion or two pions (Nπ+ = 1 or Nπ+ = Nπ0 = 1
for a B̄0 tag and Nπ0 = 1 or Nπ+ = Nπ− = 1 for a B− tag). The
event is required to have no additional charged tracks or π0 can-
didates. We also require that the residual energy from neutral
clusters in the ECL be less than 0.15 GeV (Eneut < 0.15 GeV).
The two leptons on the tag and the signal sides are required to
have opposite charge. The loss of signal due to B0−B̄0 mixing
is estimated by MC simulation.

We then impose a constraint based on the kinematics of the
double semileptonic decay in the Υ (4S) rest frame. In the semi-
leptonic decay on each side, B1(2) → Y1(2)ν (Y1 = D(∗)! and
Y2 = Xu!), the angle between the B1(2) meson and the detected
Y1(2) system θ∗

B1(2)
is calculated from the relation, P ∗

ν
2 = (P ∗

B −
P ∗

Y )2 = 0 (P ∗: 4-momentum vector) and the known p∗
B (the ab-

solute momentum of the mother B meson). This means that the
B1(2) direction is constrained on the surface of a cone defined
by the angle θ∗

B1(2)
around the direction of the Y1(2) system, as

Fig. 1. Kinematics of the double semileptonic decay.

shown graphically in Fig. 1. The back-to-back relation of the
two B meson directions then implies that the real B direction
is on the intersection of the two cones when one of the B sys-
tems is spatially inverted. Denoting θ∗

12 the angle between the
p∗

Y1 and −p∗
Y2, the B directional vector $nB = (xB, yB, zB) is

given by, zB = cos θ∗
B1

, yB = (cos θ∗
B2

− cos θ∗
B2

cos θ∗
12)/sinθ∗

12,
and

(1)

xB
2 = 1 − 1

sin2θ∗
12

(
cos2 θ∗

B1
+ cos2 θ∗

B2

− 2 cos θ∗
B1

cos θ∗
B2

cos θ∗
12

)

with the coordinate definition in Fig. 1, where the p∗
Y1 and p∗

Y2
are aligned along the z-axis and in the y–z plane, respectively. If
the hypothesis of the double semileptonic decay is correct and
all the decay products are detected except for the two neutrinos,
x2
B must range from 0 to 1. Events passing a rather loose cut

x2
B > −2.0 are used for signal extraction at a later stage of the

analysis. We do not apply a cut on cos θ∗
B1(2)

.

Since x2
B has two solutions, the direction of the B meson

is not uniquely determined, we calculate, q2 as q2 = (E∗
beam −

E∗
Xu

)2 − p∗
Xu

2, using the beam energy (E∗
beam), energy (E∗

Xu
)

and momentum (p∗
Xu

) of the Xu system and neglecting the mo-
mentum of the B meson in the c.m. system. The signal Monte
Carlo simulation shows that q2 resolution depends on the re-
constructed q2; it varies from 0.32 GeV2/c2 at high q2 to
0.95 GeV2/c2 at low q2.

According to Monte Carlo simulation, the largest back-
grounds originate from B → Xc!ν and non-signal B → Xu!ν

decays, where some particles escape detection. There are siz-
able contributions from cross talk between the B̄0 and B+ tags.
The contribution from qq̄ processes is found to be negligible.

In order to derive the partial branching fraction for each q2

interval, we use the matrix εij , the efficiency for a signal event
generated with true q2 in the j th q2 bin to be reconstructed in
the ith q2 bin, averaged over electron and muon channels. Here
the efficiency is defined with respect to the number of B meson
pairs (NB0B̄0 or NB+B− ), where one B decays into the signal
mode, and includes the loss of signal due to B0−B̄0 mixing. In
this definition, the signal yield obtained in the ith reconstructed
q2 bin is expressed as

(2)Ni =
∑

j

εij$BjNB0B̄0(B+B−),

where $Bj is the partial branching fraction in the j th q2 bin.
The number of B meson pairs NB0B̄0 (NB+B− ) is obtained from
the total number of BB̄ pairs and the production ratio of the
charged to the neutral BB̄ pairs (f+/f0 = 1.029 ± 0.035) [23].
Table 1 gives the efficiency matrix determined from the MC
simulation assuming the LCSR FF model. The total detection
efficiency (εtotal) for signal events to be detected in any q2 bin
is 1.98 × 10−3 for B0 → π−!+ν and 0.76 × 10−3 for B0 →
ρ−!+ν, 1.49 × 10−3 for B+ → π0!+ν and 1.78 × 10−3 for
B+ → ρ0!+ν.

To check the validity of the reconstruction method and effi-
ciency, we apply the procedure described above to reconstruct
B0

sig → D∗−!+ν followed by D∗− → D̄0π−, D̄0 → K+π−

∃ 2-fold ambiguity for !nB

Btag → D∗!+ν , Bsig → π/ρ !+ν

B → π"ν with D∗"ν tagging
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• Because of the 2-fold ambig. in the B 
direction, q2 is not exactly measured

• Use modified q2 q2 ⇐ (Ebeam − EXu)2 − |!pXu |2

σq2 : 0.95 ∼ 0.32 GeV2
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Table 1
Detection efficiency matrix based on the LCSR model in units of 10−3

Generated mode True q2 (GeV2/c2) Reconstructed q2 (GeV2/c2)

< 8 8–16 ! 16

< 8 1.71 0.05 0.00
π−"+ν 8−16 0.21 1.82 0.03

! 16 0.00 0.24 1.89
< 8 0.59 0.07 0.02

ρ−"+ν 8−16 0.03 0.65 0.13
! 16 0.00 0.05 0.81
< 8 1.27 0.10 0.01

π0"+ν 8−16 0.07 1.43 0.09
! 16 0.00 0.06 1.45
< 8 1.50 0.10 0.01

ρ0"+ν 8−16 0.08 1.71 0.08
! 16 0.01 0.13 1.82

Fig. 2. Reconstructed M(Kππ) distribution (a) and x2
B distribution (b) for the

B0 → D∗−"+ν calibration decay, (c) and (d) are for the B+ → D∗0"+ν de-
cay; points with error bars are data and the histogram is the BB̄ MC.

for a B̄0 tag and B+
sig → D̄∗0"+ν followed by D̄∗0 → D̄0π0,

D̄0 → K+π− for a B− tag, with the same requirement on
the tagging side. Figs. 2(a) and (c) show the MKππ distribu-
tions that are obtained in data and expected from MC. As a
result, we obtained 224.7±15.4 (295.9±17.6) B̄0(B−) tagged
events. These values are in a good agreement with expected
values 224.5 ± 9.5 (288.6 ± 11.7) calculated from the branch-
ing fractions B(B0 → D∗−"+ν), B(D∗−(0) → D̄0π−(0)) and
B(D̄0 → K+π−) in [22] and efficiencies obtained from MC.
Here, we use B(B+ → D̄∗0"+ν) calculated from B(B0 →
D∗−"+ν) and the lifetime ratio [22]; B(B+ → D̄∗0"+ν) =
B(B0 → D∗−"+ν)× (τB+/τB0). The ratio of the reconstructed
to expected value, R = 1.00 ± 0.08 ± 0.05(1.03 ± 0.07 ± 0.05)

where the first error is statistical error and the second is due
to the uncertainty of the branching fractions from [22], is con-

Table 2
Signal yields and the χ2 values for each q2 region

Mode N<8 N8−16 N!16

π−l+ν 64.8 ± 11.9 63.2 ± 12.4 40.6 ± 11.3
ρ−l+ν 22.1 ± 8.0 53.2 ± 13.5 30.9 ± 16.0
π0l+ν 18.1 ± 5.1 34.5 ± 8.3 18.6 ± 6.5
ρ0l+ν 47.2 ± 11.2 68.3 ± 16.5 32.5 ± 12.3
χ2/ndf 172.4/(200−4) 190.7/(200−4) 172.1/(200−4)

sistent with unity. Figs. 2(b) and (d) show a comparison of the
reconstructed x2

B distribution in the above data samples with
MC simulation. Data and MC are in good agreement.

4. Extraction of branching fractions

The B0 → π−/ρ−"+ν and B+ → π0/ρ0"+ν signals are
extracted using binned maximum likelihood fits to the two-
dimensional (x2

B,MX) distribution, where MX is the nominal
pion mass for B → π"+ν candidates and the invariant mass
of two pions for B → ρ"+ν candidates. The fit includes seven
components: the four signal modes and the other B0 → X−

u "+ν

and B+ → X0
u"

+ν backgrounds, the background from BB̄

events containing no B → Xu"ν. For each component of the
fit, the PDF (probability density function) is a normalized two-
dimensional histogram in (x2

B,MX), generated by MC simu-
lation. The π/ρ signal events exhibit a characteristic behav-
ior in both the x2

B and MX distributions; other B → Xu"
+ν

events exhibit a weak peaking structure in x2
B but a broad

distribution in MX; the BB̄ background has a relatively flat
distribution in x2

B and a broad structure in MX . We then fit
the two (x2

B,MX) distributions for both B̄0 and B− tags si-
multaneously; the fitting is constrained so that the sum of the
deduced branching fractions for B → π"+ν, B → ρ"+ν and
B → other Xu"

+ν is equal to the total inclusive branching
fraction B(B → Xu"ν) = (0.25 ± 0.06)% [20]. Fig. 3 shows
the projections on MX and x2

B of the fitting result for data
in the entire q2 region. The extracted yields for the signal
components are N(B0 → π−"+ν) = 155.8 ± 20.0, N(B0 →
ρ−"+ν) = 92.9 ± 19.4, N(B+ → π0"+ν) = 69.0 ± 11.4 and
N(B+ → ρ0"+ν) = 135.4 ± 24.8, with the LCSR model used
for the four signal PDFs. For the nominal fit, we obtain a
χ2 = 212.3 for 200–5 degrees of freedom. Fig. 4 shows projec-
tions of the data, separated into three q2 bins, q2 < 8 GeV2/c2,
8 " q2 < 16 GeV2/c2 and q2 ! 16 GeV2/c2. Here the nor-
malizations of the other B → Xu"ν and the BB̄ background
components are fixed to those obtained in the above fitting for
the entire q2 region. The extracted signal yields and the χ2

values for each q2 bin are shown in Table 2. The correlation
between the π−(0)"+ν and ρ−(0)"+ν signal yields is found to
be small with respect to their statistical errors.

Table 3 summarizes the extracted branching fractions. The
branching fractions are calculated for each signal FF-model,
where we take the average for cross-feed FF-models. The re-
sults are unfolded by using the efficiency matrix εij , as defined
in Eq. (2), prepared for each signal FF-model. We calculate the
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Table 1
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< 8 0.59 0.07 0.02

ρ−"+ν 8−16 0.03 0.65 0.13
! 16 0.00 0.05 0.81
< 8 1.27 0.10 0.01

π0"+ν 8−16 0.07 1.43 0.09
! 16 0.00 0.06 1.45
< 8 1.50 0.10 0.01

ρ0"+ν 8−16 0.08 1.71 0.08
! 16 0.01 0.13 1.82

Fig. 2. Reconstructed M(Kππ) distribution (a) and x2
B distribution (b) for the

B0 → D∗−"+ν calibration decay, (c) and (d) are for the B+ → D∗0"+ν de-
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for a B̄0 tag and B+
sig → D̄∗0"+ν followed by D̄∗0 → D̄0π0,

D̄0 → K+π− for a B− tag, with the same requirement on
the tagging side. Figs. 2(a) and (c) show the MKππ distribu-
tions that are obtained in data and expected from MC. As a
result, we obtained 224.7±15.4 (295.9±17.6) B̄0(B−) tagged
events. These values are in a good agreement with expected
values 224.5 ± 9.5 (288.6 ± 11.7) calculated from the branch-
ing fractions B(B0 → D∗−"+ν), B(D∗−(0) → D̄0π−(0)) and
B(D̄0 → K+π−) in [22] and efficiencies obtained from MC.
Here, we use B(B+ → D̄∗0"+ν) calculated from B(B0 →
D∗−"+ν) and the lifetime ratio [22]; B(B+ → D̄∗0"+ν) =
B(B0 → D∗−"+ν)× (τB+/τB0). The ratio of the reconstructed
to expected value, R = 1.00 ± 0.08 ± 0.05(1.03 ± 0.07 ± 0.05)

where the first error is statistical error and the second is due
to the uncertainty of the branching fractions from [22], is con-

Table 2
Signal yields and the χ2 values for each q2 region

Mode N<8 N8−16 N!16

π−l+ν 64.8 ± 11.9 63.2 ± 12.4 40.6 ± 11.3
ρ−l+ν 22.1 ± 8.0 53.2 ± 13.5 30.9 ± 16.0
π0l+ν 18.1 ± 5.1 34.5 ± 8.3 18.6 ± 6.5
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sistent with unity. Figs. 2(b) and (d) show a comparison of the
reconstructed x2

B distribution in the above data samples with
MC simulation. Data and MC are in good agreement.

4. Extraction of branching fractions

The B0 → π−/ρ−"+ν and B+ → π0/ρ0"+ν signals are
extracted using binned maximum likelihood fits to the two-
dimensional (x2

B,MX) distribution, where MX is the nominal
pion mass for B → π"+ν candidates and the invariant mass
of two pions for B → ρ"+ν candidates. The fit includes seven
components: the four signal modes and the other B0 → X−

u "+ν

and B+ → X0
u"

+ν backgrounds, the background from BB̄

events containing no B → Xu"ν. For each component of the
fit, the PDF (probability density function) is a normalized two-
dimensional histogram in (x2

B,MX), generated by MC simu-
lation. The π/ρ signal events exhibit a characteristic behav-
ior in both the x2

B and MX distributions; other B → Xu"
+ν

events exhibit a weak peaking structure in x2
B but a broad

distribution in MX; the BB̄ background has a relatively flat
distribution in x2

B and a broad structure in MX . We then fit
the two (x2

B,MX) distributions for both B̄0 and B− tags si-
multaneously; the fitting is constrained so that the sum of the
deduced branching fractions for B → π"+ν, B → ρ"+ν and
B → other Xu"

+ν is equal to the total inclusive branching
fraction B(B → Xu"ν) = (0.25 ± 0.06)% [20]. Fig. 3 shows
the projections on MX and x2

B of the fitting result for data
in the entire q2 region. The extracted yields for the signal
components are N(B0 → π−"+ν) = 155.8 ± 20.0, N(B0 →
ρ−"+ν) = 92.9 ± 19.4, N(B+ → π0"+ν) = 69.0 ± 11.4 and
N(B+ → ρ0"+ν) = 135.4 ± 24.8, with the LCSR model used
for the four signal PDFs. For the nominal fit, we obtain a
χ2 = 212.3 for 200–5 degrees of freedom. Fig. 4 shows projec-
tions of the data, separated into three q2 bins, q2 < 8 GeV2/c2,
8 " q2 < 16 GeV2/c2 and q2 ! 16 GeV2/c2. Here the nor-
malizations of the other B → Xu"ν and the BB̄ background
components are fixed to those obtained in the above fitting for
the entire q2 region. The extracted signal yields and the χ2

values for each q2 bin are shown in Table 2. The correlation
between the π−(0)"+ν and ρ−(0)"+ν signal yields is found to
be small with respect to their statistical errors.

Table 3 summarizes the extracted branching fractions. The
branching fractions are calculated for each signal FF-model,
where we take the average for cross-feed FF-models. The re-
sults are unfolded by using the efficiency matrix εij , as defined
in Eq. (2), prepared for each signal FF-model. We calculate the

B → π"ν with D∗"ν tagging
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Table 1
Detection efficiency matrix based on the LCSR model in units of 10−3

Generated mode True q2 (GeV2/c2) Reconstructed q2 (GeV2/c2)

< 8 8–16 ! 16

< 8 1.71 0.05 0.00
π−"+ν 8−16 0.21 1.82 0.03

! 16 0.00 0.24 1.89
< 8 0.59 0.07 0.02

ρ−"+ν 8−16 0.03 0.65 0.13
! 16 0.00 0.05 0.81
< 8 1.27 0.10 0.01

π0"+ν 8−16 0.07 1.43 0.09
! 16 0.00 0.06 1.45
< 8 1.50 0.10 0.01

ρ0"+ν 8−16 0.08 1.71 0.08
! 16 0.01 0.13 1.82

Fig. 2. Reconstructed M(Kππ) distribution (a) and x2
B distribution (b) for the

B0 → D∗−"+ν calibration decay, (c) and (d) are for the B+ → D∗0"+ν de-
cay; points with error bars are data and the histogram is the BB̄ MC.

for a B̄0 tag and B+
sig → D̄∗0"+ν followed by D̄∗0 → D̄0π0,

D̄0 → K+π− for a B− tag, with the same requirement on
the tagging side. Figs. 2(a) and (c) show the MKππ distribu-
tions that are obtained in data and expected from MC. As a
result, we obtained 224.7±15.4 (295.9±17.6) B̄0(B−) tagged
events. These values are in a good agreement with expected
values 224.5 ± 9.5 (288.6 ± 11.7) calculated from the branch-
ing fractions B(B0 → D∗−"+ν), B(D∗−(0) → D̄0π−(0)) and
B(D̄0 → K+π−) in [22] and efficiencies obtained from MC.
Here, we use B(B+ → D̄∗0"+ν) calculated from B(B0 →
D∗−"+ν) and the lifetime ratio [22]; B(B+ → D̄∗0"+ν) =
B(B0 → D∗−"+ν)× (τB+/τB0). The ratio of the reconstructed
to expected value, R = 1.00 ± 0.08 ± 0.05(1.03 ± 0.07 ± 0.05)

where the first error is statistical error and the second is due
to the uncertainty of the branching fractions from [22], is con-

Table 2
Signal yields and the χ2 values for each q2 region

Mode N<8 N8−16 N!16

π−l+ν 64.8 ± 11.9 63.2 ± 12.4 40.6 ± 11.3
ρ−l+ν 22.1 ± 8.0 53.2 ± 13.5 30.9 ± 16.0
π0l+ν 18.1 ± 5.1 34.5 ± 8.3 18.6 ± 6.5
ρ0l+ν 47.2 ± 11.2 68.3 ± 16.5 32.5 ± 12.3
χ2/ndf 172.4/(200−4) 190.7/(200−4) 172.1/(200−4)

sistent with unity. Figs. 2(b) and (d) show a comparison of the
reconstructed x2

B distribution in the above data samples with
MC simulation. Data and MC are in good agreement.

4. Extraction of branching fractions

The B0 → π−/ρ−"+ν and B+ → π0/ρ0"+ν signals are
extracted using binned maximum likelihood fits to the two-
dimensional (x2

B,MX) distribution, where MX is the nominal
pion mass for B → π"+ν candidates and the invariant mass
of two pions for B → ρ"+ν candidates. The fit includes seven
components: the four signal modes and the other B0 → X−

u "+ν

and B+ → X0
u"

+ν backgrounds, the background from BB̄

events containing no B → Xu"ν. For each component of the
fit, the PDF (probability density function) is a normalized two-
dimensional histogram in (x2

B,MX), generated by MC simu-
lation. The π/ρ signal events exhibit a characteristic behav-
ior in both the x2

B and MX distributions; other B → Xu"
+ν

events exhibit a weak peaking structure in x2
B but a broad

distribution in MX; the BB̄ background has a relatively flat
distribution in x2

B and a broad structure in MX . We then fit
the two (x2

B,MX) distributions for both B̄0 and B− tags si-
multaneously; the fitting is constrained so that the sum of the
deduced branching fractions for B → π"+ν, B → ρ"+ν and
B → other Xu"

+ν is equal to the total inclusive branching
fraction B(B → Xu"ν) = (0.25 ± 0.06)% [20]. Fig. 3 shows
the projections on MX and x2

B of the fitting result for data
in the entire q2 region. The extracted yields for the signal
components are N(B0 → π−"+ν) = 155.8 ± 20.0, N(B0 →
ρ−"+ν) = 92.9 ± 19.4, N(B+ → π0"+ν) = 69.0 ± 11.4 and
N(B+ → ρ0"+ν) = 135.4 ± 24.8, with the LCSR model used
for the four signal PDFs. For the nominal fit, we obtain a
χ2 = 212.3 for 200–5 degrees of freedom. Fig. 4 shows projec-
tions of the data, separated into three q2 bins, q2 < 8 GeV2/c2,
8 " q2 < 16 GeV2/c2 and q2 ! 16 GeV2/c2. Here the nor-
malizations of the other B → Xu"ν and the BB̄ background
components are fixed to those obtained in the above fitting for
the entire q2 region. The extracted signal yields and the χ2

values for each q2 bin are shown in Table 2. The correlation
between the π−(0)"+ν and ρ−(0)"+ν signal yields is found to
be small with respect to their statistical errors.

Table 3 summarizes the extracted branching fractions. The
branching fractions are calculated for each signal FF-model,
where we take the average for cross-feed FF-models. The re-
sults are unfolded by using the efficiency matrix εij , as defined
in Eq. (2), prepared for each signal FF-model. We calculate the
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Table 5
Summary of systematic errors (%) for B(B+ → π0/ρ0#+ν)

Source B+ → π0#+ν

q2 interval (GeV2/c2)
B+ → ρ0#+ν

q2 interval (GeV2/c2)

q2 < 8 8−16 ! 16 < 16 all q2 < 8 8−16 ! 16 < 16 all

Tracking efficiency – – – – – 2 2 2 2 2
π0 reconstruction 2 2 2 2 2 – – – – –
Lepton identification 2.1 2.1 2.1 2.1 2.1 2.1 2.1 2.1 2.1 2.1
Pion selection – – – – – 4 4 4 4 4
D∗#ν calibration 9.2 9.2 9.2 9.2 9.2 9.2 9.2 9.2 9.2 9.2
Br(Xu#ν) in the fitting 0.2 3.1 3.0 2.1 1.2 2.0 3.7 20.0 3.0 6.6
BB̄ background shape 1.9 5.5 2.7 4.3 3.7 5.3 4.3 16.3 1.5 2.8
Br(D∗∗#ν) 1.3 0.8 0.8 0.9 0.9 0.2 1.6 3.0 0.9 1.4
K0

L production rate 0.3 1.1 0.6 0.8 0.8 0.3 0.2 1.9 0.1 0.4
NBB̄ 1.1 1.1 1.1 1.1 1.1 1.1 1.1 1.1 1.1 1.1
f+/f0 1.7 1.7 1.7 1.7 1.7 1.7 1.7 1.7 1.7 1.7
MC statistics 1.9 2.1 3.0 1.3 1.3 1.7 2.1 2.9 1.4 1.3

Exp. total 10.3 12.0 11.1 11.1 10.7 12.2 12.3 28.3 11.3 13.0

FF for signal 1.2 0.5 1.3 0.3 0.2 2.1 7.1 3.9 3.7 3.5
FF for cross-feed 0.7 0.8 0.6 0.8 0.6 3.3 1.1 1.0 1.5 1.2

FF total 1.4 0.9 1.4 0.8 0.6 3.9 7.2 4.0 4.0 3.7

fractions are assigned as systematic errors. We find a signifi-
cant uncertainty in the high q2 region (q2 > 16 GeV2/c2) for
B → ρ#+ν due to the poor signal-to-noise ratio. To assess the
effect of limited MC sample size in the PDFs used for fitting,
we randomly vary the bin contents to simulate statistical fluc-
tuations. We also vary the fraction of B → D∗∗#ν decays in
the BB̄ background MC by the error quoted in [22] to test the
B → Xc#ν model dependence in the BB̄ background shape.

For the normalization, we consider the uncertainty in the
number of B0B̄0 and B+B− pairs: the ratio of B+B− to B0B̄0

pairs (f+/f0), f+/f0 = 1.029 ± 0.035 [23], the mixing para-
meter (χd ), χd = 0.186±0.004 [22], and the measured number
of BB̄ pairs (NBB̄ , 1.1%). The dependence of the extracted
branching fractions on the FF model has been studied by re-
peating the above fitting procedure with various FF models for
the signal mode and also for the cross-feed mode (B → π#ν ↔
B → ρ#ν). We consider the models listed in Table 3. For the ex-
tracted B(B → π−#+ν(π0#+ν)), the standard deviation among
the models is < 1.7(0.9)% for B → π#+ν and < 1.9(0.5)%
for B → ρ#+ν. For B(B → ρ−#+ν(ρ0#+ν)), the standard de-
viation is < 2.9(3.6)% for B → ρ#+ν and < 1.0(1.3)% for
B → π#+ν. The total error due to FF model dependence is the
quadratic sum of the maximum variations with the signal and
cross-feed FF models.

6. Results

Table 6 summarizes our measurements of the total and par-
tial branching fractions for the four signal modes. Each branch-
ing fraction is obtained by taking the simple average of the
values obtained from the FF models shown in Table 3. The er-
rors shown in the table are statistical, experimental systematic,
and model dependence due to form factor uncertainties. The ob-
tained branching fractions for B0 → π−/ρ−#+ν are consistent
with the existing measurements by CLEO [6] and BaBar [9].
The overall uncertainty on our result for B0 → π−#+ν (17%)

Table 6
Summary of the obtained branching fractions. The errors are statistical, experi-
mental systematic, and systematic due to form factor uncertainties

Modes q2 region (GeV2/c2) Branching fraction (×10−4)

B0 → π−#+ν Total 1.38 ± 0.19 ± 0.14 ± 0.03
> 16 0.36 ± 0.10 ± 0.04 ± 0.01
< 16 1.02 ± 0.16 ± 0.11 ± 0.03

B+ → π0#+ν Total 0.77 ± 0.14 ± 0.08 ± 0.00
> 16 0.20 ± 0.08 ± 0.02 ± 0.00
< 16 0.57 ± 0.12 ± 0.06 ± 0.00

B0 → ρ−#+ν Total 2.17 ± 0.54 ± 0.31 ± 0.08
B+ → ρ0#+ν Total 1.33 ± 0.23 ± 0.17 ± 0.05

is comparable to those on CLEO and BaBar results based on ν-
reconstruction. Our results for B0 → ρ−#+ν have the smallest
uncertainty.

Fig. 5 presents the measured q2 distributions for each signal
mode, overlaid with the best fits of FF shapes to the data. To be
self-consistent, the shape of a particular FF model is fit to the
q2 distribution extracted with the same FF model. The qual-
ity of the fit in terms of χ2 and the probability of χ2, shown
in Table 3, may provide one way to discriminate among the
models. From our results, the ISGW II model is disfavored for
B → π#+ν.

In this work, the B0 → π−#+ν/B+ → π0#+ν and B0 →
ρ−#+ν/B+ → ρ0#+ν signals are extracted separately, which
allows us to test the isospin relations. From the obtained branch-
ing fractions and the B meson lifetimes in [22], the ratios of
decay rates are found to be,

(3)
Γ (B0 → π−#+ν)

Γ (B+ → π0#+ν)
= (1.92 ± 0.43 ± 0.28),

(4)
Γ (B0 → ρ−#+ν)

Γ (B+ → ρ0#+ν)
= (1.74 ± 0.53 ± 0.33),

where the first and second errors are statistical and system-
atic errors, respectively. Both ratios are found to be consistent
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Summary of systematic errors (%) for B(B+ → π0/ρ0#+ν)

Source B+ → π0#+ν

q2 interval (GeV2/c2)
B+ → ρ0#+ν

q2 interval (GeV2/c2)

q2 < 8 8−16 ! 16 < 16 all q2 < 8 8−16 ! 16 < 16 all

Tracking efficiency – – – – – 2 2 2 2 2
π0 reconstruction 2 2 2 2 2 – – – – –
Lepton identification 2.1 2.1 2.1 2.1 2.1 2.1 2.1 2.1 2.1 2.1
Pion selection – – – – – 4 4 4 4 4
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Br(Xu#ν) in the fitting 0.2 3.1 3.0 2.1 1.2 2.0 3.7 20.0 3.0 6.6
BB̄ background shape 1.9 5.5 2.7 4.3 3.7 5.3 4.3 16.3 1.5 2.8
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Exp. total 10.3 12.0 11.1 11.1 10.7 12.2 12.3 28.3 11.3 13.0

FF for signal 1.2 0.5 1.3 0.3 0.2 2.1 7.1 3.9 3.7 3.5
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fractions are assigned as systematic errors. We find a signifi-
cant uncertainty in the high q2 region (q2 > 16 GeV2/c2) for
B → ρ#+ν due to the poor signal-to-noise ratio. To assess the
effect of limited MC sample size in the PDFs used for fitting,
we randomly vary the bin contents to simulate statistical fluc-
tuations. We also vary the fraction of B → D∗∗#ν decays in
the BB̄ background MC by the error quoted in [22] to test the
B → Xc#ν model dependence in the BB̄ background shape.

For the normalization, we consider the uncertainty in the
number of B0B̄0 and B+B− pairs: the ratio of B+B− to B0B̄0

pairs (f+/f0), f+/f0 = 1.029 ± 0.035 [23], the mixing para-
meter (χd ), χd = 0.186±0.004 [22], and the measured number
of BB̄ pairs (NBB̄ , 1.1%). The dependence of the extracted
branching fractions on the FF model has been studied by re-
peating the above fitting procedure with various FF models for
the signal mode and also for the cross-feed mode (B → π#ν ↔
B → ρ#ν). We consider the models listed in Table 3. For the ex-
tracted B(B → π−#+ν(π0#+ν)), the standard deviation among
the models is < 1.7(0.9)% for B → π#+ν and < 1.9(0.5)%
for B → ρ#+ν. For B(B → ρ−#+ν(ρ0#+ν)), the standard de-
viation is < 2.9(3.6)% for B → ρ#+ν and < 1.0(1.3)% for
B → π#+ν. The total error due to FF model dependence is the
quadratic sum of the maximum variations with the signal and
cross-feed FF models.

6. Results

Table 6 summarizes our measurements of the total and par-
tial branching fractions for the four signal modes. Each branch-
ing fraction is obtained by taking the simple average of the
values obtained from the FF models shown in Table 3. The er-
rors shown in the table are statistical, experimental systematic,
and model dependence due to form factor uncertainties. The ob-
tained branching fractions for B0 → π−/ρ−#+ν are consistent
with the existing measurements by CLEO [6] and BaBar [9].
The overall uncertainty on our result for B0 → π−#+ν (17%)

Table 6
Summary of the obtained branching fractions. The errors are statistical, experi-
mental systematic, and systematic due to form factor uncertainties

Modes q2 region (GeV2/c2) Branching fraction (×10−4)

B0 → π−#+ν Total 1.38 ± 0.19 ± 0.14 ± 0.03
> 16 0.36 ± 0.10 ± 0.04 ± 0.01
< 16 1.02 ± 0.16 ± 0.11 ± 0.03

B+ → π0#+ν Total 0.77 ± 0.14 ± 0.08 ± 0.00
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< 16 0.57 ± 0.12 ± 0.06 ± 0.00
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B+ → ρ0#+ν Total 1.33 ± 0.23 ± 0.17 ± 0.05

is comparable to those on CLEO and BaBar results based on ν-
reconstruction. Our results for B0 → ρ−#+ν have the smallest
uncertainty.

Fig. 5 presents the measured q2 distributions for each signal
mode, overlaid with the best fits of FF shapes to the data. To be
self-consistent, the shape of a particular FF model is fit to the
q2 distribution extracted with the same FF model. The qual-
ity of the fit in terms of χ2 and the probability of χ2, shown
in Table 3, may provide one way to discriminate among the
models. From our results, the ISGW II model is disfavored for
B → π#+ν.

In this work, the B0 → π−#+ν/B+ → π0#+ν and B0 →
ρ−#+ν/B+ → ρ0#+ν signals are extracted separately, which
allows us to test the isospin relations. From the obtained branch-
ing fractions and the B meson lifetimes in [22], the ratios of
decay rates are found to be,

(3)
Γ (B0 → π−#+ν)

Γ (B+ → π0#+ν)
= (1.92 ± 0.43 ± 0.28),

(4)
Γ (B0 → ρ−#+ν)
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where the first and second errors are statistical and system-
atic errors, respectively. Both ratios are found to be consistent
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Table 6
Summary of |Vub| obtained from the B → π"+ν data in the q2 ≥ 16 GeV2/c2

region. The first and second errors are experimental statistical and systematic errors,
respectively. The third error stems from the error on Γ̃thy quoted by the LQCD
authors.

Theory Γ̃thy(ps−1) Mode |Vub|(×10−3)

FNAL 1.83 ± 0.50 π−"+ν 3.59 ± 0.51 ± 0.20+0.62
−0.41

π0"+ν 3.63 ± 0.70 ± 0.20+0.63
−0.41

π−"+ν + π0"+ν 3.60 ± 0.41 ± 0.20+0.62
−0.41

HPQCD 1.46 ± 0.35 π−"+ν 4.02 ± 0.57 ± 0.22+0.59
−0.41

π0"+ν 4.06 ± 0.78 ± 0.22+0.60
−0.41

π−"+ν + π0"+ν 4.03 ± 0.46 ± 0.22+0.59
−0.41

Table 6 summarizes the results, where the first and second errors are the
experimental statistical and systematic errors, respectively. The third error is
based on the error on Γ̃thy quoted by the LQCD authors. These theoretical
errors are asymmetric because we assign them by taking the variation in |Vub|
when Γ̃thy is varied by the quoted errors. The values are in agreement with
those from inclusive B → Xu!ν decays [24].

To summarize, we have measured the branching fractions of the decays B →
π!ν and B → ρ!ν in 2.75×108 BB̄ events using a method which tags one B in
the mode B → D(∗)!ν. Our results are consistent with previous measurements,
and their precision is comparable to that of results from other experiments.
The ratios of results for neutral and charged B meson modes are found to be
consistent with isospin. The partial rates are measured in three bins of q2 and
compared with distributions predicted by several theories. From the rate in
the region q2 ≥ 16 GeV2/c2 and recent results from LQCD calculations, we
extract |Vub|:

|Vub|
π−"+ν+π0"+ν
(q2≥16 GeV2/c2)

= (3.60 ± 0.41 ± 0.20+0.62
−0.41) × 10−3(FNAL LQCD), (5)

|Vub|
π−"+ν+π0"+ν
(q2≥16 GeV2/c2)

= (4.03 ± 0.46 ± 0.22+0.59
−0.41) × 10−3(HPQCD LQCD).(6)

The experimental precision on these values is 13%, currently dominated by the
statistical error of 11%. By accumulating more integrated luminosity, a mea-
surement with errors below 10% is feasible. With improvements to unquenched
LQCD calculations, the present method may provide a precise determination
of |Vub|.

We thank the KEKB group for the excellent operation of the accelerator,
the KEK cryogenics group for the efficient operation of the solenoid, and the

17

FNAL

HPQCD

Belle Collaboration / Physics Letters B 648 (2007) 139–148 147

Fig. 5. Extracted q2 distribution. Data points are shown for different FF models
used to estimate the detection efficiency. Lines are for the best fit of the FF
shapes to the obtained q2 distribution.

with the isospin relations; Γ (B0 → π−(ρ−)$+ν) = 2Γ (B+ →
π0(ρ0)$+ν).

The obtained branching fractions in Table 6 can be used to
extract |Vub| using the relation,

(5)|Vub| =
√
B(B → π$+ν)

Γ̃thyτB

,

where Γ̃thy is the form factor normalization, predicted from
theories. In Table 6, we list the partial branching fractions for
B → π$+ν decays in the q2 region above 16 GeV2/c2, where
the LQCD calculations are most reliable. The table provides
also the results in the region below 16 GeV2/c2, so that one
can deduce |Vub| based on other approaches such as LCSR cal-
culations [15,16].

In this Letter we calculate |Vub| based on the B → π$+ν

data in the high q2 region and the form factor predicted by re-
cent unquenched LQCD calculations. Their predictions (Γ̃thy)
for the q2 ! 16 GeV2/c2 region are Γ̃thy(B

0 → π−$+ν) =
1.83±0.50 ps−1 (FNAL) [2] and Γ̃thy(B

0 → π−$+ν) = 1.46±
0.35 ps−1 (HPQCD) [3]. We use τB0 = 1.532 ± 0.009 ps and
τB+ = 1.638 ± 0.011 ps [22], and we use isospin symmetry to
relate Γ̃thy for B0 → π− and B+ → π0 transitions. The re-
sults for B0 → π−$+ν and B+ → π0$+ν are then averaged,
weighted by their respective statistical errors as most of the sys-
tematic errors are correlated.

Table 7 summarizes the results, where the first and second
errors are the experimental statistical and systematic errors, re-
spectively. The third error is based on the error on Γ̃thy quoted
by the LQCD authors. These theoretical errors are asymmetric
because we assign them by taking the variation in |Vub| when

Table 7
Summary of |Vub| obtained from the B → π$+ν data in the q2 ! 16 GeV2/c2

region. The first and second errors are experimental statistical and systematic
errors, respectively. The third error stems from the error on Γ̃thy quoted by the
LQCD authors

Theory Γ̃thy (ps−1) Mode |Vub| (×10−3)

FNAL 1.83 ± 0.50 π−$+ν 3.59 ± 0.51 ± 0.20+0.62
−0.41

π0$+ν 3.63 ± 0.70 ± 0.20+0.63
−0.41

π−$+ν + π0$+ν 3.60 ± 0.41 ± 0.20+0.62
−0.41

HPQCD 1.46 ± 0.35 π−$+ν 4.02 ± 0.57 ± 0.22+0.59
−0.41

π0$+ν 4.06 ± 0.78 ± 0.22+0.60
−0.41

π−$+ν + π0$+ν 4.03 ± 0.46 ± 0.22+0.59
−0.41

Γ̃thy is varied by the quoted errors. The values are in agreement
with those from inclusive B → Xu$ν decays [24].

To summarize, we have measured the branching fractions of
the decays B → π$ν and B → ρ$ν in 2.75 × 108 BB̄ events
using a method which tags one B in the mode B → D(∗)$ν. Our
results are consistent with previous measurements, and their
precision is comparable to that of results from other experi-
ments. The ratios of results for neutral and charged B meson
modes are found to be consistent with isospin symmetry. The
partial rates are measured in three bins of q2 and compared
with distributions predicted by theoretical calculations. From
the rate in the region q2 ! 16 GeV2/c2 and recent results from
LQCD calculations, we extract |Vub|:

(6)

|Vub|π
−$+ν+π0$+ν

(q2!16 GeV2/c2)
=

(
3.60 ± 0.41 ± 0.20+0.62

−0.41

)
× 10−3

(FNAL LQCD),

(7)

|Vub|π
−$+ν+π0$+ν

(q2!16 GeV2/c2)
=

(
4.03 ± 0.46 ± 0.22+0.59

−0.41

)
× 10−3

(HPQCD LQCD).

We note that the experimental and theoretical errors are com-
parable. The experimental errors can be expected to diminish
in the near future, however, further improvements of the |Vub|
precision will depend on progress in LQCD calculations.
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B → π"ν with Btag
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B → π"ν with Btag

lation [5] for q2 < 16 GeV2 and the lattice QCD calcula-
tions [6–8] for q2 > 16 GeV2. The results are shown in
Table II.

In conclusion, we have measured the B ! !‘" branch-
ing fraction as a function of q2 using tagged B meson
samples and have extracted jVubj. The measured total
branching fraction B!B0 ! !"‘#"$ % !1:33& 0:17stat &
0:11syst$ ' 10"4 has the smallest systematic uncertainty
among the existing measurements [2–4] thanks to the
superior signal purity, and the overall precision is compa-
rable to the best. Using theoretical calculations of the form
factor, we obtain values of jVubj ranging between 3:2'
10"3 and 4:5' 10"3. As an example, the recently pub-
lished unquenched lattice QCD calculation [6] gives
jVubj % !4:5& 0:5stat & 0:3syst#0:7

"0:5FF$ ' 10"3. Improve-
ment will be possible with additional data combined with
more precise form-factor calculations.
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B → π"ν with full-recon. Btag
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FIG. 1: Missing mass squared (M2
miss) distributions after all cuts, for (a) B → π+"ν, (b) B → π0"ν,

(c) B → ρ+"ν, (d) B → ρ0"ν, and (e) B → ω"ν modes. Data is indicated by the points with error
bars. The blue histogram (lightest shade in greyscale) shows the fitted prediction based on the
LCSR model [22] [23]. The green histogram (middle shade in greyscale) shows the fitted b → u"ν

background contribution. The crimson histogram (darkest shade in greyscale) shows the fitted
background contribution from other sources. The fitting method is explained in the text.

11

(a) (b)

)2/c2 (GeV2q

0 5 10 15 20

 ]
-4

 [
 1

0
to

t
!/2

 /
 d

q
!

d
 

0

0.2

0.4

0.6

0.8

1

+"

)2/c2 (GeV2q

0 5 10 15 20

 ]
-4

 [
 1

0
to

t
!/2

 /
 d

q
!

d
 

0

0.2

0.4

0.6

0.8

1

0"

(c) (d)

)2/c2 (GeV2q

0 5 10 15 20

 ]
-4

 [
 1

0
to

t
!/2

 /
 d

q
!

d
 

0

0.5

1

1.5

2

+#

)2/c2 (GeV2q

0 5 10 15 20

 ]
-4

 [
 1

0
to

t
!/2

 /
 d

q
!

d
 

0

0.5

1

1.5

2

0#

(e)

)2/c2 (GeV2q

0 5 10 15 20

 ]
-4

 [
 1

0
to

t
!/2

 /
 d

q
!

d
 

0

0.5

1

1.5

2

$

FIG. 2: Partial branching fractions as a function of q2 for the five signal modes (a) B → π+"ν,
(b) B → π0"ν, (c) B → ρ+"ν, (d) B → ρ0"ν, and (e) B → ω"ν. Errors shown are statistical and
preliminary systematic, added in quadrature.
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|Vub| from Exclusive Semileptonic
Belle Full-reconstruction analysis (hep-ex/0610054)

! Full-reconstruction of other B
! Very good S/N
! Nice q2 reconstruction

B(B → π+"ν) =
(1.49 ± 0.26stat ± 0.06syst) × 10−4

B(B → π0"ν) =
(0.86 ± 0.17stat ± 0.06syst) × 10−4
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The use of the Y -average frame yields a q2 resolution that is approximately 20% better than

what is obtained in the usual Υ (4S) frame where the B meson is assumed to be at rest. We
get an unbiased q2 resolution of 0.52 GeV2/c4 when the selected pion candidate comes from a
B0 → π−$+ν decay (Fig. 1), which accounts for approximately 91% of our signal candidates after
all the analysis selections. When a track from the non-signal B is wrongly selected as the signal
pion, the q2 resolution becomes very poor and biased.
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Figure 1: q2 resolution of B0 → π−$+ν signal events obtained in the Y-average and Υ (4S) frames
after all analysis cuts and MC corrections. The very long tail arises when a track coming from the
non-signal B is wrongly selected as the signal pion. The numbers of entries in the first and last
bins correspond to the sum of all entries with ∆q2 < −9.75 GeV2/c4 and ∆q2 > 9.75 GeV2/c4,
respectively.

We correct for our imperfect q2 resolution with a q2-unfolding algorithm. This algorithm was
validated with statistically independent signal MC samples. After all selections, the total signal
MC sample contains approximately 120000 events. Five thousand such signal events were used to
produce the raw q̃2 and true q2 histograms. The remaining signal events were used to build the
two unfolding matrices, using the simulated signal events reweighted [12] either to reproduce the
f+(q2) shape measured in Ref. [15] or with the weights calculated in Ref. [7]. As illustrated in
Fig. 2, the true and raw yield distributions differ considerably for various values of q2. However,
the unfolded values of q2 match the true values within the statistical uncertainties of the unfolding
procedure, independently of the signal generator used to compute the detector response matrix.
This shows that the q2-unfolding procedure works as expected.

To separate the B0 → π−$+ν signal from the backgrounds, we require two well reconstructed
tracks that fulfill tight lepton and pion identification criteria. The electron (muon) tracks are
required to have a momentum greater than 0.5 (1.0) GeV/c in the laboratory frame. We do
not cut on the pion momentum because it is very strongly correlated with q2. The kinematic
compatibility of the lepton and pion with a real B0 → π−$+ν decay is constrained by requiring
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Figure 2: Validation of the q2-unfolding procedure. The true and raw yield distributions differ
considerably for various values of q2. However, independently of the signal generator used to
compute the detector response matrix, the unfolded values of q2 match the true values within the
statistical uncertainties of the unfolding procedure.

that a geometrical vertex fit [20] of the two tracks gives a χ2 probability greater than 0.01, and
by requiring that −1 < cos θBY < 1. Note that cuts whose values depend on the measured value
of q̃2 (Fig. 3) give the best background rejection. Non-BB events are suppressed by several
conditions: we require at least four charged tracks in each event; we require the ratio of the second
to the zeroth Fox-Wolfram moments [21] to be less than 0.5; we require the cosine of the angle
between the Y ’s thrust axis and the rest of the event’s thrust axis, cos θthrust, to satisfy the relation7

cos θthrust < 0.460+0.0576·q̃2−0.00215·q̃4 (Fig. 3); we require the polar angle associated with #pmiss

to satisfy the relation 2.7 rad > θmiss > (0.512− 0.0162 · q̃2 + 0.000687 · q̃4) rad (Fig. 3). Radiative
Bhabha events are rejected using the criteria given in Ref. [22] and photon conversion events are
vetoed. Finally, although the shapes of the q̃2, ∆E and mES distributions in off-resonance data are
very well reproduced by MC simulation in all lepton channels, there is an excess of nearly a factor
of two in the yield values observed in data compared to the simulation in the electron/positron
channels. We then require !ptot·ẑ

Etot
< 0.64 and !ptot·ẑ

Etot
> 0.35 for candidates in the electron and positron

channels, respectively, where the z axis is given by the electron beam direction [9]. This reduces the
observed excess by removing additional radiative Bhabha events as well as “two-photon” processes
which are not included in the simulated continuum.

To reject background BB̄ events, we require the Y candidates to have cos θ" < 0.85 and cos θ" >
−0.938 + 0.0994 · q̃2 − 0.00384 · q̃4 (Fig. 3), where θ" is the helicity angle of the W boson [23]
reconstructed in the Y-average frame approximation. We reject J/ψ → µ+µ− decays, which can
often be mistaken for B0 → π−µ+ν decays8, by removing candidates with 3.07 < mY < 3.13
GeV/c2. Of all the neutrino quality cuts utilized in Refs. [13, 14, 15], only the loose q̃2-dependent

7In the following relations, q̃2 is given in units of GeV2/c4.
8This requirement is not necessary in the electron channel since the fake rate of charged pions by electrons is

extremely low.
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× 10−3

on q2 > 16; by HPQCD

5

kinematically compatible with a real B0 → π−"+ν de-
cay. This requires that a geometrical vertex fit of the two
charged tracks gives a χ2 probability greater than 0.01
and that the angle between the Y and B momenta in the
Υ (4S) frame takes a physical value: | cos θBY | < 1, where
the pseudo-particle Y is defined by its four-momentum
PY ≡ (Pπ+P"). Most backgrounds are efficiently rejected
by q2-dependent cuts on the helicity angle θ" of the W
boson [12], on the angle between the thrust axes of the Y
and of the rest of the event, on the polar angle associated
with 'pmiss, and on the squared invariant mass of Pmiss.
We reject B0 → π−µ+ν candidates with Y mass close to
the J/ψ mass to avoid J/ψ → µ+µ− decays. Non-BB
events are suppressed by requiring the ratio of second
to zeroth Fox-Wolfram moments to be smaller than 0.5,
and by cuts [16] on the number of tracks and clusters.
Radiative Bhabha and two-photon processes are rejected
by vetoing events containing a photon conversion and
by requiring ('ptot · ẑ)/Etot < 0.64 and ('ptot · ẑ)/Etot >
0.35 for candidates in the electron and positron chan-
nels, respectively, where the z axis is given by the elec-
tron beam direction. We reduce the remaining back-
grounds with the variables ∆E = ('pB · 'pbeams − s/2)/

√
s

and mES =
√

(s/2 + 'pB · 'pbeams)2/E2
beams − 'p 2

B, where
'pB = 'pπ + 'p" + 'pmiss and

√
s is the total energy

in the Υ (4S) frame. Only candidates with |∆E| <
1.0 GeV and mES > 5.19 GeV are retained. When sev-
eral candidates remain in an event after these cuts, the
candidate with cos θ" closest to zero is selected. This re-
jects 30% of the combinatorial signal candidates while
keeping 97% of the correct ones. The signal event recon-
struction efficiency varies between 6.7% and 9.8%, de-
pending on the q2 bin.

The B0 → π−"+ν signal yield is obtained as a func-
tion of q2 by performing a two-dimensional extended
maximum-likelihood fit [17] on mES, and ∆E in each
bin of q2. The data samples in each q2 bin are divided
into four categories: B0 → π−"+ν signal, other b → u"ν,
other BB, and continuum backgrounds. These four types
of events have distinct structures in the two-dimensional
mES–∆E plane. We use the mES–∆E histograms ob-
tained from the MC simulation as two-dimensional prob-
ability density functions (PDFs). The yields of the signal,
b → u"ν background and other BB background, subdi-
vided in twelve, three and four q2 bins, respectively, are
extracted from a nineteen-parameter fit of the MC PDFs
to the experimental data. The continuum background is
corrected to match the off-resonance data control sample
and is fixed in the fit. The number and type of fit pa-
rameters were chosen to provide a good balance between
reliance on simulation predictions, complexity of the fit
and total error size. mES and ∆E fit projections for the
experimental data are shown in Fig. 1 in two ranges of
q2 corresponding to the sum of eight bins below and four
bins above q2 = 16 GeV2. We obtain 5072±251 events for
the total signal yield, 9867 ± 564 events for the b → u"ν
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FIG. 1: Yield fit projections for (a,b) mES with −0.16 <
∆E < 0.20 GeV; and (c,d) ∆E with mES > 5.272 GeV. The
distributions (a,c) are for q2 < 16 GeV2; and (b,d) are for q2

> 16 GeV2.

background, 33341 ± 409 events for the other BB back-
grounds, and 9299± 450 events for the continuum yield.
The fit has a χ2 value of 423 for 389 degrees of freedom.

Numerous sources of systematic uncertainties and their
correlations among the q2 bins have been investigated.
The uncertainties due to the detector simulation are es-
tablished by varying within bounds given by control sam-
ples the tracking efficiency of all charged tracks, the par-
ticle identification efficiencies of signal candidate tracks,
the calorimeter efficiency (varied separately for pho-
tons, K0

L
and neutrons) and the energy deposited in the

calorimeter by K0
L

mesons. The reconstruction of these
neutral particles affects the analysis via the neutrino re-
construction. The uncertainties due to the generator-
level inputs to the simulation are established by varying,
within errors [18], the BFs of the background processes
b → u"ν, b → c"ν, D → X"ν and D → K0

LX as well as
the BF of the Υ (4S) → B0B0 decay. The B0 → π−"+ν,
B → ρ"ν, B → D"ν and B → D∗"ν form factors are
varied within bounds given by recent calculations [19] or
measurements [14, 18, 20]. The heavy quark parameters
used in the simulation of non-resonant b → u"ν events are
varied according to Ref. [21]. We assign an uncertainty
of 20% to the final state radiation (FSR) corrections cal-
culated by PHOTOS [22, 23]. Finally, the uncertainties
due to the modeling of the continuum are established
by varying its q2, mES, and ∆E shapes and total yield
within their errors given by comparisons with the off-
resonance data control sample. The high statistics pro-
vided by our technique allow us to show that there is good
agreement between data and simulation for the critical
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Figure 6: q̃2 binning used in the fit of the MC PDFs to the experimental data.

where
∫
q2
i
F (q2)dq2 denotes the integral of Eq. 1 over the range of the ith q2 bin and

∑
i

∫
q2
i
F (q2)dq2 ≡

1. The central value of the parameter α, and its total error, are obtained using the total covariance
matrix in Eq. 3. In the present case, in which the errors on ∆B(q2)/B are more or less uniform
across the q2 bins, using the statistical or the systematic covariance matrix in Eq. 3 yields the
statistical or the systematic errors for α, respectively. Their quadratic sum is in fact consistent
with the total error. The statistical covariance matrix is given directly by the fit to the signal. The
systematic and total covariance matrices are obtained as described in the next section.

3 Systematic Error Studies

Numerous sources of systematic uncertainties have been considered. Their values are established by
a procedure in which variables used in the analysis are varied within their allowed range, generally
established in previous BABAR analyses. For the uncertainties due to the detector simulation, the
variables are the tracking efficiency of all charged tracks (varied between ± 0.7% and ± 1.4%), the
particle identification efficiencies of signal candidate tracks (varied between ± 0.2% and ± 2.2%),
the calorimeter efficiency (used in the full-event reconstruction, and varied between ± 0.7% and ±
1.8% for photons, and up to ± 25% for K0

L mesons) and the energy deposited in the calorimeter
by K0

L mesons (varied up to ± 15%). For the uncertainties due to the generator-level inputs to the
simulation, the variables are the branching fractions of the background processes b → u"ν, b → c"ν
and D → K0

LX as well as the branching fraction of the Υ (4S) → B0B̄0 decay (all varied within
their known errors [2] except when the branching fractions have not been measured. In those cases,
the branching fractions are varied by ± 100% from their presumed central values). The B → ρ"ν
form factors are varied within bounds of ± 10% at q2 = 0 and ± 16% at q2

max, given by recent
Light-Cone Sum Rules calculations [27], while the B → D∗"ν form factors are varied within their
measured uncertainties [19], between ± 5.5% and ± 9.6%. To take into account an additional subtle
effect on the uncertainty of the signal efficiency, the B0 → π−"+ν form factor shape parameter α
is varied between its recently measured central value [15] and that of the unquenched HPQCD

15

)4/c2 (GeV2Unfolded q
0 5 10 15 20 25

4
/c2

)/B
 p

er
 2

 G
eV

2
B(

q
∆

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14  0.04± 0.05 ± = 0.53 α

ISGW2
BZ
FNAL
HPQCD
BK Fit to DATA
DATA

BABAR
preliminary

Figure 9: Differential decay rate formula (Eq. 1) fitted to the normalized partial ∆B(q2)/B spec-
trum in 12 bins of q2. The smaller error bars are statistical only while the larger error bars include
statistical and systematic uncertainties. The BK parametrization (solid black curve) reproduces the
data quite well (χ2 = 8.8 for 11 degrees of freedom) with the parameter α = 0.53±0.05±0.04. The
data are also compared to LCSR calculations [6] (dotted line), unquenched LQCD calculations [3]
(long dashed line), [4] (short dashed line) and the ISGW2 quark model [7] (dash-dot line).

error. Various cross-checks have also been performed. The results were obtained separately for the
electron and muon decay channels, for the off-resonance data replacing the continuum PDF, for
the different ∆E-mES and q̃2 binnings, and for the variations of all the analysis cuts, one at a time.
All the cross-check studies were found to be consistent with the final results.

We extract |Vub| from the partial branching fractions ∆B using |Vub| =
√

∆B/(τ 0
B∆ζ), where

τ0
B = (1.536 ± 0.014) ps [2] is the B0 lifetime and ∆ζ = ∆Γ/|Vub|2 is the normalized partial decay

rate predicted by various form factor calculations. We use the LCSR calculations for q2 < 16
GeV2/c4 and the LQCD calculations for q2 > 16 GeV2/c4. The results are shown in Table 2. The
uncertainties of the form-factor normalization are taken from Refs. [3, 4, 5, 6]. We obtain values
of |Vub| ranging from 3.6× 10−3 to 4.1× 10−3. For the most recently published unquenched LQCD
calculation [3], we obtain |Vub| =

(
4.1 ± 0.2stat ± 0.2syst

+0.6
−0.4FF

)
× 10−3.
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Vub exclusive summary

Experiments starting to measure form factor shape 
from data; allows elimination of some theory models

]-3 10×|  [ub|V
2 4

]-3 10×|  [ub|V
2 4

Ball-Zwicky q2 < 16

 0.13 + 0.56 - 0.38±3.41 

HPQCD q2 > 16

 0.25 + 0.59 - 0.41±3.97 

FNAL q2 > 16

 0.22 + 0.61 - 0.40±3.55 

APE q2 > 16

 0.22 + 1.37 - 0.63±3.58 

HFAG
Summer06

]-4 10× ) [ν + l-π → 0B(B
-2 0 2

]-4 10× ) [ν + l-π → 0B(B
-2 0 2

+τ/0τ 2× ν + l0π → +BABAR SL tag: B 
 0.15± 0.33 ±1.36 

+τ/0τ 2× ν + l0π → + tag: B recoBABAR B
 0.20± 0.41 ±1.52 

+τ/0τ 2× ν + l0π → +BELLE SL tag: B 
 0.16± 0.26 ±1.43 

+τ/0τ 2× ν + l0π → + tag: B recoBELLE B
 0.11± 0.32 ±1.60 

ν + l-π → 0BABAR SL tag: B 
 0.10± 0.25 ±1.12 

ν + l-π → 0BELLE SL tag: B 
 0.14± 0.19 ±1.38 

ν + l-π → 0 tag: B recoBABAR B
 0.15± 0.27 ±1.07 

ν + lπ →CLEO untagged: B   
 0.11± 0.18 ±1.33 

ν + lπ →BABAR untagged: B   
 0.08± 0.07 ±1.46 

ν + l-π → 0 tag: B recoBELLE B
 0.06± 0.26 ±1.49 

ν + l-π → 0Average: B 
 0.06± 0.06 ±1.39 

HFAG
Summer06

/dof =  3/ 9 (CL =  95 %)2χ
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q2 and Mx requires info. on missing ν --> how?

Inclusive B → Xu!ν
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! Problems:
! need to parameterize SF

...expenential, gausian, Roman...
! need to measure parameters

mb, !"2

! sub-leading shape functions???
! parameters can be measured from

the moments of the photon energy 
spectrum in b # s$ decays

! or in b # cl% 
moments of lepton energy and
hadronic mass
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! Problems:
! need to parameterize SF

...expenential, gausian, Roman...
! need to measure parameters

mb, !"2

! sub-leading shape functions???
! parameters can be measured from

the moments of the photon energy 
spectrum in b # s$ decays

! or in b # cl% 
moments of lepton energy and
hadronic mass

• need SF for non-pert. effects

• SF parameters

– Eγ from B → Xsγ

– E", MX from B → X"ν

• sub-leading SF?

Global quark-hadron 
duality
- Vcb : excl. vs. incl. (OK)

Weak annihil.
- q2 distorted ~ mb2

- but, UL. from CLEO
ΓWA/Γb→u < 7.4 %



Vub from Inclusive Methods

endpoint of E(lepton)
- using SF parameters from moments

tagged: for (Mx, q2)
- using SF parameters from moments

- LLR (“weighted”) -- reduced dependence on SF
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Vub from Lepton End-point
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Table 2

Branching fractions and extraction of |Vub| (DFN method). The reconstruction efficiency, εMC, as calculated from Monte Carlo. The partial

branching fractions, "Bu(p), where the errors are from statistics and experimental systematics, respectively. The lepton momentum spectral

fractions, fu , where the first error is the combined statistical and systematic uncertainty, and the second error is the theoretical uncertainty in

extracting shape function parameters from B → Xsγ decays and applying this knowledge to B → Xulνl decays. The correction due to the

final state radiation loss is denoted δRAD. The full branching fractions, B(B → Xulνl ), where the first error is due to experimental uncertainty

and the second is from fu . The extracted values of |Vub|: the first error is experimental; the second error is from fu , combined statistical and

systematic; the third error is from fu theory; and the last is from the application of the |Vub| formula given in Eq. (3)
pCM (GeV/c) εMC (%) "Bu(p) (10−4) fu

1.9–2.6 18.0± 0.9 8.47±0.37±1.53 0.321± 0.022± 0.041
2.0–2.6 17.6± 0.9 5.74±0.28±0.98 0.246± 0.020± 0.042
2.1–2.6 17.2± 0.9 3.78±0.20±0.48 0.173± 0.017± 0.040
2.2–2.6 16.6± 0.9 2.17±0.14±0.20 0.109± 0.013± 0.034
2.3–2.6 16.5± 0.9 1.18±0.10±0.07 0.058± 0.010± 0.025
2.4–2.6 16.2± 1.0 0.53±0.07±0.03 0.025± 0.006± 0.014

pCM (GeV/c) δRAD B(B → Xueνe) (10
−3) |Vub| (10−3) (DFN)

1.9–2.6 0.06± 0.02 2.80±0.52±0.41 5.01± 0.47± 0.17± 0.32± 0.24
2.0–2.6 0.07± 0.02 2.49±0.45±0.47 4.73± 0.42± 0.19± 0.40± 0.23
2.1–2.6 0.07± 0.02 2.34±0.33±0.59 4.59± 0.32± 0.22± 0.53± 0.22
2.2–2.6 0.09± 0.03 2.16±0.25±0.73 4.41± 0.25± 0.27± 0.69± 0.21
2.3–2.6 0.10± 0.03 2.22±0.24±1.02 4.47± 0.24± 0.36± 0.96± 0.22
2.4–2.6 0.11± 0.04 2.39±0.38±1.46 4.63± 0.37± 0.53± 1.32± 0.22

• Model dependence is assessed using the four in-

clusive samples described above. The maximum shift

in selection efficiency is assigned as the systematic

uncertainty due to model dependence, and is depen-

dent upon the particular HI region. It varies from

1.7% to 3.4% as the lower momentum limit is in-

creased.

The efficiencies for selecting electrons from B →
Xueνe decays after all selection criteria have been ap-

plied are given in Table 2. Our total efficiency de-

creases as the lower limit of the electron momen-

tum interval increases, an effect due mostly to the

momentum dependence of the K dependent FFLOW
cut.

Fig. 2(a) shows the ON and scaled OFF momen-

tum spectra along with the total background. Fig. 2(b)

shows the ON spectrum after background subtraction

and efficiency correction, revealing the contribution of

B → Xueνe . The shape prescribed by the inclusive

model described earlier, with final state radiation, is

also shown. The partial branching fractions for each

momentum interval are given in Table 2; as the lower

momentum limit is decreased the uncertainty comes

to be dominated, as expected, by the uncertainty in

the B → Xceνe background subtraction. Our partial

Fig. 2. The electron momentum spectrum in the Υ (4S) rest frame:

(a) ON data (filled circles), scaled OFF data (open circles), sum

of scaled OFF data and estimated BB̄ backgrounds (histogram).

(b) ON data after subtraction of backgrounds and correction for ef-

ficiency (filled circles) and model spectrum of B → Xueνe decays

with final state radiation (histogram, normalised to the data yield in

the 1.9–2.6 GeV/c momentum range).

branching fraction measurements are consistent with

those of CLEO and have overall reduced uncertain-

ties [6].
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tions for quarks. The accuracy of this simulation has
been compared to analytical calculations performed to
O(α) [31]. Based on this comparison we assign an uncer-
tainty of 20% to the PHOTOS correction, leading to an
uncertainty in the signal yield of about 1%.

The uncertainty in the energy loss of electrons due to
bremsstrahlung in the beam pipe and tracking system
is determined by the uncertainty in the thickness of the
detector material, estimated to be (0.0450 ± 0.0014)X0

at normal incidence. The thickness of the material was
verified using electrons from Bhabha scattering as a func-
tion of the polar angle relative to the beam. The impact
of the uncertainty in the energy loss on the signal rate
was estimated by calculating the impact of an additional
0.0014X0 of material.

G. Sensitivity to the Event Selection

We have checked the sensitivity of the fits to the elec-
tron spectrum to changes in the event selection. We have
also assessed the impact of the momentum-dependent un-
certainty in the electron efficiency on the fitted signal
yield. These variations of the event selection change the
signal efficiency and lead to variations of up to 50% in
the size of the non-BB background, and up to 20% in
the BB background.

Though some of the observed changes in the efficiency-
corrected signal yield may already be covered by the
form-factor and other variations, we conclude that these
tests do reveal significant changes that have to be ac-
counted for.

The largest variation (5%) is observed for changes in
the restriction on ratio of the Fox-Wolfram moments,
R2, from the default value of 0.5 to 0.6. Other sizable
variations are observed for changes in the restrictions on
the absolute value and direction of the missing momen-
tum vector. R2 and the missing momentum are quan-
tities that are derived from the measured momenta of
all charged and neutral particles in the event, and are
therefore sensitive to even small differences in data and
simulation. We interpret the observed changes as repre-
sentative for the uncertainties in the MC simulation of
the selection of signal and background events and adopt
the observed changes between the default fits and the fits
with looser selection criteria as systematic errors. Adding
the observed changes in quadrature leads to a relative
systematic error of between 5% and 8% on the partial
branching fraction.

V. RESULTS

A. Determination of the Partial B → Xueν
Branching Fraction

For a given interval ∆p in the electron momentum, we
calculate the inclusive partial branching fraction B →

Xueν according to

∆B(∆p) =
Ntot(∆p) − Nbg(∆p)

2ε(∆p)NBB

(1 + δrad(∆p)). (4)

Here Ntot refers to the total number of electron candi-
dates selected in the on-resonance data and Nbg refers
to the total background, from non-BB and BB events,
as determined from the fit to the spectrum. ε(∆p) is
the total efficiency for selecting a signal electron from
B → Xueν decays (including bremsstrahlung in the de-
tector material), and δrad accounts for the distortion of
the electron spectrum due to final-state radiation. This
is a momentum-dependent correction, derived from the
MC simulation based on PHOTOS [31]. The total num-
ber of produced BB events is NBB = (88.36± 0.02stat ±
0.97syst) × 106.
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FIG. 5: The differential branching fraction for charmless
semileptonic B decays (data points) as a function of the
electron momentum (in the Υ(4S) rest frame) after back-
ground subtraction and corrections for bremsstrahlung and
final state radiation, compared to the Monte Carlo simula-
tion (histogram). The errors indicate the statistical errors on
the background subtraction, including the uncertainties of the
fit parameters. For the signal simulation, the SF parameters
are extracted from a combined fit to all BABAR moments.

The differential branching fraction as a function of the
electron momentum in the Υ(4S) rest frame is shown
in Fig. 5, fully corrected for efficiencies and radiative ef-
fects. The data are well reproduced by the signal simu-
lations using the SF parameters derived from the com-
bined fit to all moments measured by the BABAR Collab-
oration [27], specifically mSF

b (1.5 GeV) = 4.59 GeV/c2,
µ2 SF

π (1.5 GeV) = 0.21 GeV2. The partial branching frac-
tions for the five overlapping electron momentum inter-
vals are summarized in Table III. The stated errors on
∆B represent the statistical and total systematic uncer-
tainties of the measurement, including the uncertainty
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FIG. 4: (color online) Electron momentum spectra in the
Υ(4S) rest frame: (a) on-resonance data (open circles – blue),
scaled off-resonance data (solid circles – green); the solid line
shows the result of the fit to the non-BB events using both on-
and off-resonance data; (b) on-resonance data after subtrac-
tion of the fitted non-BB background (triangles – blue) com-
pared to simulated BB background that is adjusted by the
combined fit to the on- and off-resonance data (histogram);
(c) on-resonance data after subtraction of all backgrounds
(linear vertical scale, data points – red), compared to the sim-
ulated B → Xueν signal spectrum (histogram); the error bars
indicate errors from the fit, which include the uncertainties in
the fitted scale factors for non-BB and Xceν backgrounds.
The shaded area indicates the momentum interval for which
the on-resonance data are combined into a single bin for the
purpose of reducing the sensitivity of the fit to the shape of
the signal spectrum in this region.

Here ni and Nj refer to the number of selected events
in the off- and on-resonance samples, for the i-th or j-th
momentum bin (pj > 2.8 GeV/c), and !a is the set of free
parameters of the fit. For the function approximating
the momentum spectrum, we have chosen an exponential
expression of the form

f(!a, p) = a1 + exp(a2 + a3p + a4p
2) . (2)

The fit describes the data well: χ2 = 70 for 58 degrees of
freedom. Above 2.8 GeV/c, we observe (36.7±0.2)×103

events in the on-resonance data, compared to the fitted
number of (36.6 ± 0.2) × 103 events.

2. BB Background

The electron spectrum from B-meson decays is com-
posed of several contributions, dominated by the vari-

ous semileptonic decays. Hadronic B decays contribute
mostly via hadron misidentification and secondary elec-
trons from decays of D, J/ψ, and ψ(2S) mesons.

We estimate the total background by fitting the ob-
served inclusive electron spectrum to the sum of the sig-
nal and individual background contributions. For the
individual signal and BB background contributions, we
use the MC simulated spectra, and treat their relative
normalization factors as free parameters in the fit. The
non-BB background is parameterized by the exponential
functions f(!a, pi), as described above. We expand the χ2

definition as follows,

χ2 =
∑

i

(f(!a, pi) − rLni)2

r2
Lni

+

∑

j

(f(!a, pj) + S(!b, pj) − Nj)2

Nj + σ2
j MC

, (3)

where the first sum is for the off-resonance data and the
second sum for the on-resonance data. The BB electron
spectrum is approximated as S(!b, pj) =

∑

k bkgk(pj),
where the free parameters bk are the correction factors
to the MC default branching fractions for the six indi-
vidual contributions gk(pj) representing the signal B →
Xueν decays, the background B → Deν, B → D∗eν,
B → D∗∗eν, B → D(∗)πeν decays, and the sum of other
background events with electrons from secondary decays
or misidentified hadrons. σj MC is the statistical error of
the number of simulated events in the j-th bin. The mo-
mentum spectra gk(pj) are histograms taken from MC
simulations.

3. Fit to Inclusive Spectra

The fit is performed simultaneously to the on- and off-
resonance electron momentum spectra in the range from
1.1 to 3.5 GeV/c, in bins of 50 MeV/c. The lower part of
the spectrum determines the relative normalization of the
various background contributions, allowing for an extrap-
olation into the endpoint region above 2.0 GeV/c. To re-
duce a potential systematic bias from the assumed shape
of the signal spectrum, we combine the on-resonance data
for the interval from 2.1 to 2.8 GeV/c into a single bin.
The lower limit of this bin is chosen so as to retain the
sensitivity to the steeply falling BB background distri-
butions, while containing a large fraction of the signal
events in a region where the background is low. The fit
results are insensitive to changes in this lower limit in the
range of 2.0 to 2.2 GeV/c. The number of signal events
in a given momentum interval is taken as the excess of
events above the fitted background.

The observed spectra, the fitted non-BB and BB back-
grounds and the signal are shown and compared to MC
simulations in Fig. 4. The fit has a χ2 of 96 for 73 de-
grees of freedom. Above 2.3 GeV/c, the non-BB back-
ground is dominant, while at low momenta the semilep-
tonic BB background dominates. Contributions from

(
5.08± 0.47± 0.42+0.26

−0.23

)
× 10−3

BLNP with Xsγ and Xc"ν moments

(
4.44± 0.25+0.42

−0.38 ± 0.22
)
× 10−3

BLNP with Xsγ moments
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Figure 2: Distributions of q2 in two intervals of MX . Points are data, the blue (medium shaded),
magenta (dark shaded) and yellow (light shaded) histograms represent the fitted contributions
from b → ulν events inside true MX< 1.7GeV/c2, q2> 8GeV2/c4, b → ulν events outside these
requirements, and background events, respectively.

because of the resolution. This means that in applying Eq. 3 we include the b → ulν events outside
the signal region in BGu and the quoted efficiencies refer only to events generated in the chosen
(MX -q2) region. These efficiencies are computed on simulation based on the DFN model. However,
the associated theoretical uncertainty on the final result is small compared to the extrapolation
error to the full phase space. We divide the events into 32 non-equidistant two-dimensional bins of
MX and q2 (4 bins in MX and 8 in q2), we fit the mES distribution to extract the yield in each bin,
and we perform a two-dimensional binned fit of the entire MX -q2 distribution in order to extract
the signal and background components. The result of the fit is shown in Fig. 2. We measure, out
of 103590± 474 background-subtracted semileptonic events (Nmeas

sl −BGsl), 317± 34 signal events
(Nmeas

u − BGu), above a background of 270 ± 5 events (BGu). This, with εu
sel = 0.319 ± 0.006,

corresponds to a partial branching fraction in the signal region q2 > 8GeV2/c4, MX < 1.7GeV/c2

of:

Ru/sl(B → Xu#ν̄, MX < 1.7GeV/c2, q2 > 8GeV2/c4) =
= (0.80 ± 0.09stat ± 0.09syst ± 0.01th) × 10−2,

(4)

where the errors are due to statistics, experimental systematics and theoretical systematics, respec-
tively. This gives the following value for the partial branching fraction:

∆B(B → Xu#ν̄, MX < 1.7GeV/c2, q2 > 8GeV2/c4) =
= (0.87 ± 0.09stat ± 0.09syst ± 0.01th) × 10−3.

(5)

4.2 Systematic Uncertainties

A breakdown of the systematic uncertainties is presented in Table 1.
Uncertainties related to the reconstruction of charged tracks are determined by removing ran-

domly a fraction of tracks corresponding to the uncertainty in the track finding efficiency (1.4%
per track).
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Figure 2: Distributions of q2 in two intervals of MX . Points are data, the blue (medium shaded),
magenta (dark shaded) and yellow (light shaded) histograms represent the fitted contributions
from b → ulν events inside true MX< 1.7GeV/c2, q2> 8GeV2/c4, b → ulν events outside these
requirements, and background events, respectively.

because of the resolution. This means that in applying Eq. 3 we include the b → ulν events outside
the signal region in BGu and the quoted efficiencies refer only to events generated in the chosen
(MX -q2) region. These efficiencies are computed on simulation based on the DFN model. However,
the associated theoretical uncertainty on the final result is small compared to the extrapolation
error to the full phase space. We divide the events into 32 non-equidistant two-dimensional bins of
MX and q2 (4 bins in MX and 8 in q2), we fit the mES distribution to extract the yield in each bin,
and we perform a two-dimensional binned fit of the entire MX -q2 distribution in order to extract
the signal and background components. The result of the fit is shown in Fig. 2. We measure, out
of 103590± 474 background-subtracted semileptonic events (Nmeas

sl −BGsl), 317± 34 signal events
(Nmeas

u − BGu), above a background of 270 ± 5 events (BGu). This, with εu
sel = 0.319 ± 0.006,

corresponds to a partial branching fraction in the signal region q2 > 8GeV2/c4, MX < 1.7GeV/c2

of:

Ru/sl(B → Xu#ν̄, MX < 1.7GeV/c2, q2 > 8GeV2/c4) =
= (0.80 ± 0.09stat ± 0.09syst ± 0.01th) × 10−2,

(4)

where the errors are due to statistics, experimental systematics and theoretical systematics, respec-
tively. This gives the following value for the partial branching fraction:

∆B(B → Xu#ν̄, MX < 1.7GeV/c2, q2 > 8GeV2/c4) =
= (0.87 ± 0.09stat ± 0.09syst ± 0.01th) × 10−3.

(5)

4.2 Systematic Uncertainties

A breakdown of the systematic uncertainties is presented in Table 1.
Uncertainties related to the reconstruction of charged tracks are determined by removing ran-

domly a fraction of tracks corresponding to the uncertainty in the track finding efficiency (1.4%
per track).

13

QQ generator [13]. For the two dominant contributions,
D!‘! and D‘!, we use a HQET-based parametrization of
form factors [14] and ISGW2 model [11], respectively. For
the D!! we use ISGW2 model and for subcomponents D1

and D!
2 set B!D1‘!"B!D!

2‘!
B!D!!‘! # 0:35$ 0:23. The motion of

the b quark inside the B meson is implemented with the
introduction of a shape function [12,15] that describes the
b quark momentum distribution inside the B meson.

The Btag candidates are reconstructed in the modes B!
D%!&"=#=a1=D

%!&
s , D0 ! K""', K""'"0, K""""'"',

K0
S"

0, K0
S"

""', K0
S"

""'"0, and K"K', D' !
K""'"', K""'"'"0, K0

S"
', K0

S"
'"0, K0

S"
'"'"",

and K"K'"', and D"
s ! K0

SK
" and K"K'"". D! me-

sons are reconstructed by combining a D candidate and a
soft pion or photon. (Inclusion of charge conjugate decays
is implied throughout this Letter.) The selection of Btag

candidates is based on the beam-constrained mass, Mbc #!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
E!2
beam=c

4 ' p!2
B =c

2
q

, and the energy difference, !E #
E!
B ' E!

beam. Here E!
beam # !!!

s
p
=2 ’ 5:290 GeV is the

beam energy in the e"e' center-of-mass system (cms),
and p!

B and E!
B are the cms momentum and energy of the

reconstructed B meson. (Throughout this Letter the varia-
bles calculated in the cms are denoted with an asterisk.)

The combinatorial background from jetlike e"e' ! q "q
processes is suppressed by an event topology requirement
based on the normalized second Fox-Wolfram moment
R2 < 0:5 [16], and for some modes also by j cos$!thrustj<
0:8, where $!thrust is the angle between the thrust axis of the
Btag candidate and that of the rest of the event. To minimize
the fraction of events with incorrect separation of tag and
signal sides while maintaining high signal efficiency, a
loose selection requirement of Mbc ( 5:22 GeV=c2 and
'0:2< !E< 0:05 GeV is made. If an event has multiple
Btag candidates, we choose the one having the smallest %2

based on !E, the D candidate mass, and the D! 'D mass
difference if applicable.

For events tagged by fully reconstructed Btag candidates,
we search for electrons or muons from semileptonic decays
of Bsig. We require a lepton with momentum p!

‘ exceeding
1 GeV=c in the laboratory polar angular region of 26) *
$ * 140). Leptons from J= decay, photon conversion in
the material of the detector, and "0 decay are rejected
based on the invariant mass they form in combination
with an oppositely charged lepton and for electron candi-
dates also with an additional photon. When the Btag can-
didate is charged, we also require the lepton charge to be
consistent with that from prompt semileptonic decay. The
signal yield is obtained by fitting theMbc distribution to the
sum of an empirical parametrization of the combinatorial
background shape [17] plus a signal shape [18] that
peaks at the B mass and taking the part of the signal that
lies in the ‘‘signal region,’’ Mbc ( 5:27 GeV=c2, as shown
in Fig. 1(a). The cutoff for Mbc reduces the uncertainty

from the incorrect assignment of tag and signal sides in
signal events.

The B! Xu‘! signal events are selected by removing
poorly measured soft charged tracks and imposing several
additional requirements to reject poorly reconstructed
events and suppress the B! Xc‘! background. We re-
quire that the event contain exactly one lepton and have
zero net charge and that the invariant mass squared of the
missing four-momentum m2

miss + %p#%4S& ' pBtag
' pX '

p‘&2 [p#%4S&, pBtag
, and pX are four-momenta of the

#%4S&, Btag, and hadronic system (X), respectively] be
within '1 * m2

miss * 0:5 GeV2=c4. To suppress the B!
Xc‘! background, events with a K$ orK0

S candidate on the
signal side are rejected (kaon veto). To reject events con-
taining a K0

L, we require that the angle between the missing
momentum and the direction of any K0

L candidate, recon-
structed in the K0

L detector, be greater than 37). We also
reject B0 ! D!"‘' "! events by detecting the slow pion
("s) from D!" ! D0""

s and deducing from its momen-
tum the momentum of the D!". The missing mass
squared m2

miss%D!& # %pB ' pD! ' p‘&2 is calculated from
the reconstructed quantities, and events with m2

miss%D!& >
'3 GeV2=c4 are rejected.

Finally, the kinematic variables MX and P" are calcu-
lated from the measured momenta of all charged tracks and
energy deposits of all neutral clusters in the electromag-
netic calorimeter that are not used in the Btag reconstruc-
tion or for the lepton candidate. The four-momentum of the
leptonic system is calculated as q # p#%4S& ' pBtag

' pX.
The distributions of events in MX and P" are obtained by
fitting the Mbc distribution, as described above, in bins of
MX and P". Figs. 1(b), 2(a), and 3(a) show the resulting
MX and P" distributions. We define three kinematic signal
regions (!$) for events where the prompt lepton has p!

‘ (
1 GeV=c: P" < 0:66 GeV=c, MX < 1:7 GeV=c2, and
MX < 1:7 GeV=c2 combined with q2 > 8 GeV2=c2.
These three regions are denoted as P", MX, and MX=q2,
respectively. To minimize the systematic effects of uncer-
tainties in lepton selection and full reconstruction, we
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FIG. 1. (a) Distribution in Mbc (data) of Btag candidates in
events satisfying Bsig selection. (b) MX distribution for events
with q2 > 8 GeV2=c2, with fitted contributions of B! Xc‘!
and B! Xu‘!.
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• Why cut on (MX , q2)?

– high q2: favorable for OPE

– low MX : controls 1/m3
c blow-out

• use Full-recon. tagging

These SF parameters translate to mSF
b = 4.52±0.07 and µ2,SF

π = 0.27±0.23 [27]. This results in
∆ζ = (21.6±4.0±2.4

2.3)|Vub|2 ps−1, where the first error is due to the limited experimental knowledge
of the SF parameters and the second to theory uncertainties, and consequently

|Vub| = (5.00 ± 0.27stat ± 0.26syst ± 0.46SF ± 0.28th) × 10−3, (10)

where the errors are due to statistics, experimental systematics, shape function parameters and
theoretical systematics, respectively.

Alternatively, the BABAR collaboration has determined mkin
b and µ2,kin

π in the kinetic mass
scheme from fits to moments measured for B → Xc"ν̄ [16]. The values have been translated into
the SF scheme by following the prescription in [23] resulting in mSF

b = 4.61 ± 0.08 GeV/c2 and
µ2,SF

π = 0.15± 0.07, with a correlation of -40%. The systematic error due to the uncertainty of the
SF parameters is reduced, due to the significantly better precision obtained in the BABAR moments
analysis.

By using the results of the BABAR moments analysis we get ∆ζ = (25.04 ±4.91
4.06SF ±2.45th)

|Vub|2 ps−1. Again, the error is due to the limited experimental knowledge of the shape function
parameters. This translates into

|Vub| = (4.65 ± 0.24stat ± 0.24syst
+0.46
−0.38SF ± 0.23th) × 10−3. (11)

6 Conclusions

We have presented a study of charmless semileptonic decays and a measurement of the |Vub| CKM
matrix element, by using the combined information of the MX -q2 distribution to discriminate signal
and background and to minimize the theoretical uncertainties. We give a measurement of the
partial branching fraction of charmless semileptonic decays ∆B(B → Xu"ν̄) for MX < 1.7GeV/c2

and q2 > 8GeV2/c4 and, by taking kinematic acceptances from two theoretical calculations by BLL
and BLNP, extract |Vub|.

The measured partial branching fraction B(B → Xu"ν̄) in the region limited by MX <
1.7GeV/c2, q2 > 8GeV2/c4 is

∆B(B → Xu"ν̄, MX < 1.7GeV/c2, q2 > 8GeV2/c4) =
= (0.87 ± 0.09stat ± 0.09syst ± 0.01th) × 10−3.

(12)

We extract the CKM matrix element |Vub| using different approaches. With acceptances calculated
using the BLL calculations, we obtain:

|Vub|BLL = (4.82 ± 0.26stat ± 0.25syst ± 0.46th+SF) × 10−3. (13)

Using the partial decay models calculated in the BLNP approach and by taking the shape function
parameters from the Belle photon spectrum in B → Xsγ and the BABAR analysis of B → Xc"ν̄
moments, we find:

|Vub|BLNP
Belle B→Xsγ = (5.00 ± 0.27stat ± 0.26syst ± 0.46SF ± 0.28th) × 10−3, (14)

|Vub|BLNP
BABAR b→c#ν̄

= (4.65 ± 0.24stat ± 0.24syst
+0.46
−0.38SF ± 0.23th) × 10−3, (15)

where the errors are due to statistics, experimental systematics, SF and theoretical systematics,
respectively.
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in the systematic error. The uncertainties due to inaccurate
simulation of tracking, particle identification, and cluster
finding are estimated by varying for each source the effi-
ciency within the expected error and taking the maximum
change in !"u‘!!!#" as the error. For each of these
sources the effects on simulated b ! u and b ! c events
are correlated, and the associated shifts are summed line-
arly. The net contributions from the three sources are then
summed in quadrature.

The CKM matrix element jVubj is obtained directly from
the partial rate using jVubj2 # !"u‘!!!#"=R!!#".
R!!#" is the theoretical prediction of !"u‘!!!#", the
partial rate with a prompt lepton with p$

‘ % 1 GeV=c,
divided by jVubj2. The values of R (in ps&1) are calculated
to be 23:7' 2:0!SF"(2:5

&2:3!th", 46:1' 4:2!SF"(3:5
&3:2!th", and

39:4' 4:5!SF"(2:8
&2:7!th" for the MX=q2, MX, and P( sig-

nal regions, respectively. The R!!#" values and their
errors (SF) are calculated using the shape function scheme
[15] parameters mb!SF" # !4:60' 0:04" GeV=c2 and
"2

#!SF" # !0:20' 0:04" GeV2=c2 with correlation coeffi-
cient $ # &0:26, obtained from the result of a global fit to
moments of both b ! c‘! and b ! s% distributions [21].
While the dependence of R!!#" on "2

#!SF" is small, we
can approximate the dependence on mb!SF" as R=R!m0

b" &
1 # k!!#"!mb=m0

b & 1", where m0
b # 4:60 GeV=c2 and

k!!#" is found to be 2.09, 2.29, and 3.00 for the MX=q2,
MX, and P( signal regions, respectively. The theoretical
error of R (th) is estimated by varying the subleading shape
functions (four models), the matching scales "h, "i, $",
and weak annihilation [15]. The values of jVubj with errors
are given in Table III. The total error on jVubj is 10%, 9%,
and 11% for MX=q2, MX, and P( regions, respectively.
When the shape function parameters and R are better
determined, jVubj can be recalculated from !"u‘!!!#"
shown in Table II.

The precision of the jVubj determination is better than
previous measurements [4,5,22], owing to the use of larger
data sample, better shape function parameter determina-
tion, and improved theoretical predictions [2,3]. We find
that the usage of the variable P( is more sensitive to b ! c
modeling and shape function parametrization than the
other two methods and will become competitive in the
future when the theoretical error of R dominates. No
significant experimental nor theoretical improvement was
observed by applying the additional selection q2 >
8 GeV2=c2 to the MX analysis. Taking correlations into

account, we find that the difference between jVubj values
for MX=q2 and MX regions has a significance of 2:7&. We
conclude that the results are consistent within errors, but
we do not rule out possible effects of duality violation or
weak annihilation contribution. We chose the MX signal
region result for our jVubj determination, since it includes
the largest portion of phase space and is least affected by
the uncertainties: jVubj # !4:09' 0:19' 0:20(0:14

&0:15 '
0:18" ) 10&3, where the errors are statistical, systematic
with MC modeling, theoretical, and from shape function
parameter determination, respectively. The effectiveness of
jVubj measurements using full reconstruction tagging is
clear [Figs. 2(b) and 3(b)].
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TABLE III. Values for jVubj with relative errors (in %) for the
three kinematic signal regions. Shape function parameters used
in the calculation are mb!SF" # !4:60' 0:04" GeV=c2 and
"2

#!SF" # !0:20' 0:04" GeV2=c2.

!# jVubj) 103 Stat Syst b ! u b ! c SF th

MX=q2 4.70 5.0 4.4 3.1 2.7 4.2 (4:8
&5:2

MX 4.09 4.6 3.5 3.1 1.1 4.5 (3:5
&3:8

P( 4.19 4.7 4.6 3.2 4.4 5.8 (3:4
&3:5

TABLE II. Partial rates to the three kinematic signal regions
with relative errors (in %).

!# !"u‘!!!#" Stat Syst b ! u b ! c

MX=q2 5:24) 10&4 ps&1 10.0 8.9 6.2 5.3
MX 7:71) 10&4 ps&1 9.1 7.1 6.1 2.2
P( 6:89) 10&4 ps&1 9.4 9.3 6.4 8.7
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Γ(B → Xu!ν) =
|Vub|2

|Vts|2

∫
W (Eγ)

dΓ(B → Xsγ)
dEγ

dEγ

backgrounds by partial reconstruction of charged and neu-
tral D! mesons via identification of charged and neutral
slow pions. The reconstruction of the mass of the hadronic
system is improved by a kinematic fit that imposes four-
momentum conservation, the equality of the masses of the
two B mesons, and p2

! " 0. The resulting mX resolution is
#250 MeV=c2 on average.

The extraction of jVubj=jVtsj from the selected events
starts from the equation [6]

jVubj
jVtsj

"
!
6"$1%H#

mix&$C$0&
7 &2

$'I0$%& % I%$%&(
&Ru$%&

"
1=2

; (1)

where &Ru$%& is the partial charmless semileptonic de-
cay rate extracted from the number of !B ! Xu‘ !! events up
to a limit % in the mX spectrum. H#

mix accounts for inter-
ferences between electromagnetic penguin operator O7

with O2 and O8 [18], and C$0&
7 is the effective Wilson

coefficient. The terms I0$%& and I%$%& are determined by
multiplying the photon energy spectrum d"#=dE# in B !
Xs# decays [13] with weight functions [6] and integrating.
The weights are zero below a minimum photon energy
Emin
# " mB=2) %=4.
In terms of measurable quantities, &Ru$%& is

&Ru$%& "
Nu$%&f$%&B$ !B ! X‘ !!&

Nsl"u$%&
"sl‘
"u‘

"slreco
"ureco

: (2)

Here, Nu$%& is the number of reconstructed !B ! Xu‘ !!
events with mX < % , f$%& accounts for migration in and
out of the region below % due to finite mX resolution,
B$ !B ! X‘ !!& is the total inclusive semileptonic branching
fraction, and "u$%& is the efficiency for selecting !B !
Xu‘ !! decays once a !B ! X‘ !! decay has been identified
with a hadronic mass below % . Nsl is the number of
observed fully reconstructed B meson decays with a
charged lepton with momentum above 1 GeV=c, "sl‘ ="

u
‘

corrects for the difference in the efficiency of the lepton
momentum selection for !B ! X‘ !! and !B ! Xu‘ !! decays,
and "slreco="ureco accounts for the difference in the efficiency
of reconstructing a Br in events with a !B ! X‘ !! and !B !
Xu‘ !! decay. By measuring the ratio of !B ! Xu‘ !! events to
all semileptonic B decays many systematic uncertainties
cancel out.

We derive Nu$%& from the mX distribution with a binned
'2 fit to four components: data, !B ! Xu‘ !! signal MC
simulations, !B ! Xc‘ !! background MC simulations, and
a small MC background from other sources (misidentified
leptons, !B ! X( !!(, and charm decays), fixed relative to
the !B ! Xc‘ !! component. Nu$%& is determined after the
subtraction of the fitted background contributions. For all
four contributions, the combinatorial background is deter-
mined, separately in each bin of the mX distribution, with
unbinned maximum likelihood fits to distributions of the
beam energy-substituted mass mES "

####################
s=4) p2

B

q
of the Br

candidate, where
###
s

p
is the e%e) center-of-mass energy.

The mES fit uses an empirical description of the combina-
torial background shape [19] with a signal shape [20]
peaking at the B meson mass. The combinatorial back-
ground varies from 5% (low mX bins) to 25% (high mX
bins). The fitted mX distributions are shown in Fig. 1(a)
before and in Fig. 1(b) after subtraction of backgrounds.
The mX bins are 300 MeV=c2 wide except that one bin is
widened such that its upper edge is at % .

We extract Nsl " $3:253* 0:024& + 104 from an un-
binned maximum likelihood fit to the mES distribution of
all events with p!

‘ > 1 GeV=c. The efficiency correc-
tions "sl‘ ="

u
‘ " 0:82* 0:02stat, as well as "u$%& and f$%&

(see Table I) are derived from simulations, where we also
find "slreco="ureco in agreement with one, assigning a 3%
uncertainty.

We study three categories of systematic uncertainties in
the determination of jVubj: uncertainties in the signal ex-
traction, the simulation of physics processes, and the theo-
retical description. The quoted uncertainties have been
determined for a value of % " 1:67 GeV=c2 where the
total uncertainty on jVubj is found to be minimal.

Experimental uncertainties in the signal extraction arise
from imperfect description of data by the detector simula-
tion. We assign 0.5% (0.5%, 0.8%) for the particle identi-
fication of electrons (), K*), 0.7% for the reconstruction
efficiency of charged particles, and 0.8% for the resolution
and reconstruction efficiency of neutral particles. An addi-
tional 0.9% uncertainty is due to imperfect simulation of
K0

L interactions. By changing the function describing the
signal shape in mES to a Gaussian function and switching
from an unbinned to a binned fit method we derive an
uncertainty of 2.2%. An uncertainty of 0.8% is determined
by letting the contribution from other sources (see above)
to the mX spectrum float freely in the minimum-'2 fit. The
uncertainties on the inclusive B ! Xs# photon energy
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FIG. 1 (color online). The mX distributions (without combina-
torial backgrounds) for !B ! X‘ !! candidates: (a) data (points)
and fit components after the minimum-'2 fit, and (b) data and
signal MC simulations after subtraction of the !B ! Xc‘ !! and
other backgrounds. The upper edge of the eighth bin is chosen to
be at mX " 2:5 GeV=c2. This fit result, with '2 " 10:2 for
11 degrees of freedom, is used to extract the number of signal
events below 2:5 GeV=c2.
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I0(+)(ζ) =
∫ 1

g(ζ)
dEγ

dΓsγ

dEγ
W0(+)(Eγ)

W0(+): accurate up to O(α2
s) and O (ΛmB/(ζmb))

• mXu (B → Xu!ν) and Eγ (B → Xsγ)

• To reduce dependence on SF modelling

• two methods

$ mXu in full range (U, HLM)

$ mXu < ζ(< 1.67 GeV) (LLR)
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TABLE I: Quantities in Eq. 2 that depend on ζ and their sta-
tistical uncertainties. The LLR (full rate) technique is given
in the first (second) column.

ζ 1.67 GeV/c2 2.50 GeV/c2

f 1.010 ± 0.005 0.998 ± 0.002

Nu 120 ± 17 135 ± 45

εu 0.231 ± 0.005 0.231 ± 0.004

δRu × 103 1.43 ± 0.21 1.59 ± 0.53

]
2

 [GeV/c
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 1
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!| 
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8 LLR Full

Rate

"

FIG. 2: |Vub| as a function of ζ with the LLR method (left)
and for the determination with the full rate measurement
(right). The error bars indicate the statistical uncertainty.
They are correlated between the points and get larger for
larger ζ due to larger background from B → Xc$ν̄. The total
shaded area illustrates the theoretical uncertainty; the inner
light shaded (yellow) area indicates the perturbative share of
the uncertainty. The arrow indicates ζ = 1.67 GeV/c2.

simulation. We assign 0.5% (0.5%, 0.8%) for the particle
identification of electrons (µ, K±), 0.7% for the recon-
struction efficiency of charged particles, and 0.8% for the
resolution and reconstruction efficiency of neutral parti-
cles. An additional 0.9% uncertainty is due to imperfect
simulation of K0

L
interactions. By changing the func-

tion describing the signal shape in mES to a Gaussian
function and switching from an unbinned to a binned
fit method we derive an uncertainty of 2.2%. An uncer-
tainty of 0.8% is determined by letting the contribution
from other sources (see above) to the mX spectrum float
freely in the minimum-χ2 fit. The uncertainties on the
inclusive B → Xsγ photon energy spectrum are propa-
gated including the full correlation matrix between the
individual bins.

The second category of systematic uncertainties arises
from imperfections in the composition and dynamics
of decays in the simulation, both in signal and back-
ground. The uncertainties in the branching fractions of
B → D(∗,∗∗)lν̄X decays [16] contribute 0.7%. The un-
certainties in the form factors in B → D∗lν̄ decays [14]
introduce a 0.3% uncertainty. Branching fractions of D-
meson decay channels [16] contribute 0.2%. The relative
contribution of the non-resonant final states has been var-
ied by 20% resulting in an uncertainty of 0.5%. The

TABLE II: Summary of results and uncertainties on |Vub| for
both approaches. The LLR (full rate) technique is given in
the first (second) column.

ζ [ GeV/c2 ] 1.67 2.5

|Vub|× 103 4.43 3.84

B → Xu$ν̄ stat. 7.7% 18.2%

experimental syst. 3.3% 3.6%

background model 1.0% 3.8%

signal model 3.9% 5.6%

theoretical 6.2% 2.6%

B→Xsγ (stat., syst.) 3.5%, 2.0% —

|Vcb| (exp., theo.) 1.0%, 1.7% —

branching fractions of the resonant final states have been
varied by ±30% (π, ρ), ±40% (ω), and ±100% (η and
η′ simultaneously) resulting in an uncertainties of 1.0%.
An uncertainty of 0.7% due to imperfect description of
hadronization is determined from the change observed
when we saturate the spectrum with the non-resonant
component alone. We derive a 1.3% uncertainty due to
the imperfect modeling of the KK content in the Xu

system by varying the fraction of decays to ss̄-pairs by
30% for the non-resonant contribution [21]. Even though
the extraction of |Vub| does not explicitly depend on a
model for Fermi motion, there is still a residual depen-
dency via the simulation of signal events. By varying the
Fermi motion parameters mb and λ1 within their respec-
tive uncertainties, taking correlations into account [13],
we derive an uncertainty of 3.5%.

We calculate theoretical uncertainties in the weighting
technique by varying the input parameters and repeating
the weighting procedure including the calculation of all
variables: Hγ

mix, αS , and Wilson-coefficients. We vary
α between α(mb) and α(mW ) with a central value of
1/130.3 and find an uncertainty of less than 1%. For
perturbative effects, an uncertainty of 2.9% is derived by
varying the renormalization scale µ between mb/2 and
2mb. Non-perturbative effects are expected to be of the
order (ΛmB/(ζ mb))2, where Λ = 500 MeV/c2 [22], re-
sulting in an uncertainty of 5.4%. Theoretical uncer-
tainties in the measurement via the full rate are taken
from Ref. [23] to be 1.2% (QCD) and 2.2% (HQE).
Table II provides a summary of the uncertainties for
ζ = 1.67 GeV/c2 and for ζ = 2.5 GeV/c2.

Finally, we present two different determinations of
|Vub|. First, using the weighting technique with the pho-
ton energy spectrum in B →Xsγ decays from Ref. [13],
the hadronic mass spectrum up to a value of ζ =
1.67 GeV/c2, we find |Vub|/|Vts| = 0.107 ± 0.009stat ±
0.006syst ± 0.007theo. If we assume the CKM matrix is
unitary then |Vts| = |Vcb|× (1±O(1%)) and, taking |Vcb|
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backgrounds by partial reconstruction of charged and neu-
tral D! mesons via identification of charged and neutral
slow pions. The reconstruction of the mass of the hadronic
system is improved by a kinematic fit that imposes four-
momentum conservation, the equality of the masses of the
two B mesons, and p2

! " 0. The resulting mX resolution is
#250 MeV=c2 on average.

The extraction of jVubj=jVtsj from the selected events
starts from the equation [6]

jVubj
jVtsj

"
!
6"$1%H#

mix&$C$0&
7 &2

$'I0$%& % I%$%&(
&Ru$%&

"
1=2

; (1)

where &Ru$%& is the partial charmless semileptonic de-
cay rate extracted from the number of !B ! Xu‘ !! events up
to a limit % in the mX spectrum. H#

mix accounts for inter-
ferences between electromagnetic penguin operator O7

with O2 and O8 [18], and C$0&
7 is the effective Wilson

coefficient. The terms I0$%& and I%$%& are determined by
multiplying the photon energy spectrum d"#=dE# in B !
Xs# decays [13] with weight functions [6] and integrating.
The weights are zero below a minimum photon energy
Emin
# " mB=2) %=4.
In terms of measurable quantities, &Ru$%& is

&Ru$%& "
Nu$%&f$%&B$ !B ! X‘ !!&

Nsl"u$%&
"sl‘
"u‘

"slreco
"ureco

: (2)

Here, Nu$%& is the number of reconstructed !B ! Xu‘ !!
events with mX < % , f$%& accounts for migration in and
out of the region below % due to finite mX resolution,
B$ !B ! X‘ !!& is the total inclusive semileptonic branching
fraction, and "u$%& is the efficiency for selecting !B !
Xu‘ !! decays once a !B ! X‘ !! decay has been identified
with a hadronic mass below % . Nsl is the number of
observed fully reconstructed B meson decays with a
charged lepton with momentum above 1 GeV=c, "sl‘ ="

u
‘

corrects for the difference in the efficiency of the lepton
momentum selection for !B ! X‘ !! and !B ! Xu‘ !! decays,
and "slreco="ureco accounts for the difference in the efficiency
of reconstructing a Br in events with a !B ! X‘ !! and !B !
Xu‘ !! decay. By measuring the ratio of !B ! Xu‘ !! events to
all semileptonic B decays many systematic uncertainties
cancel out.

We derive Nu$%& from the mX distribution with a binned
'2 fit to four components: data, !B ! Xu‘ !! signal MC
simulations, !B ! Xc‘ !! background MC simulations, and
a small MC background from other sources (misidentified
leptons, !B ! X( !!(, and charm decays), fixed relative to
the !B ! Xc‘ !! component. Nu$%& is determined after the
subtraction of the fitted background contributions. For all
four contributions, the combinatorial background is deter-
mined, separately in each bin of the mX distribution, with
unbinned maximum likelihood fits to distributions of the
beam energy-substituted mass mES "

####################
s=4) p2

B

q
of the Br

candidate, where
###
s

p
is the e%e) center-of-mass energy.

The mES fit uses an empirical description of the combina-
torial background shape [19] with a signal shape [20]
peaking at the B meson mass. The combinatorial back-
ground varies from 5% (low mX bins) to 25% (high mX
bins). The fitted mX distributions are shown in Fig. 1(a)
before and in Fig. 1(b) after subtraction of backgrounds.
The mX bins are 300 MeV=c2 wide except that one bin is
widened such that its upper edge is at % .

We extract Nsl " $3:253* 0:024& + 104 from an un-
binned maximum likelihood fit to the mES distribution of
all events with p!

‘ > 1 GeV=c. The efficiency correc-
tions "sl‘ ="

u
‘ " 0:82* 0:02stat, as well as "u$%& and f$%&

(see Table I) are derived from simulations, where we also
find "slreco="ureco in agreement with one, assigning a 3%
uncertainty.

We study three categories of systematic uncertainties in
the determination of jVubj: uncertainties in the signal ex-
traction, the simulation of physics processes, and the theo-
retical description. The quoted uncertainties have been
determined for a value of % " 1:67 GeV=c2 where the
total uncertainty on jVubj is found to be minimal.

Experimental uncertainties in the signal extraction arise
from imperfect description of data by the detector simula-
tion. We assign 0.5% (0.5%, 0.8%) for the particle identi-
fication of electrons (), K*), 0.7% for the reconstruction
efficiency of charged particles, and 0.8% for the resolution
and reconstruction efficiency of neutral particles. An addi-
tional 0.9% uncertainty is due to imperfect simulation of
K0

L interactions. By changing the function describing the
signal shape in mES to a Gaussian function and switching
from an unbinned to a binned fit method we derive an
uncertainty of 2.2%. An uncertainty of 0.8% is determined
by letting the contribution from other sources (see above)
to the mX spectrum float freely in the minimum-'2 fit. The
uncertainties on the inclusive B ! Xs# photon energy
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FIG. 1 (color online). The mX distributions (without combina-
torial backgrounds) for !B ! X‘ !! candidates: (a) data (points)
and fit components after the minimum-'2 fit, and (b) data and
signal MC simulations after subtraction of the !B ! Xc‘ !! and
other backgrounds. The upper edge of the eighth bin is chosen to
be at mX " 2:5 GeV=c2. This fit result, with '2 " 10:2 for
11 degrees of freedom, is used to extract the number of signal
events below 2:5 GeV=c2.

PRL 96, 221801 (2006) P H Y S I C A L R E V I E W L E T T E R S week ending
9 JUNE 2006

221801-5

Vub Inclusive (LLR method)
PRL 96, 221801 (2006)
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Vub inclusive summary

]-3 10×|  [ub|V
2 4 6

]-3 10×|  [ub|V
2 4 6

) eCLEO (E
 0.37± 0.48 ±4.09 

) 2, qXBELLE sim. ann. (m
 0.29± 0.46 ±4.37 

) eBELLE (E
 0.30± 0.45 ±4.82 

) eBABAR (E
 0.32± 0.25 ±4.39 

) h
max, seBABAR (E

 0.42± 0.31 ±4.57 

 XBELLE m

 0.24± 0.27 ±4.06 

) 2, qXBABAR (m
 0.31± 0.35 ±4.75 

Average +/- exp +/- (mb,theory) 
 0.27± 0.19 ±4.52 

HFAG
Summer06

OPE-HQET-SCET (BLNP)

Phys.Rev.D72:073006,2005

 momentsγ s → and bν c l → input from bbm

/dof =  6/ 6 (CL =  41 %)2χ

Representative theory example (BLNP)

]-3 10×|  [ub|V
3 4 5

]-3 10×|  [ub|V
3 4 5

 HFAG Ave. (BLNP) 
 0.27± 0.19 ±4.52 

HFAG Ave. (DGE) 
 0.20± 0.20 ±4.46 

 BABAR (LLR) 
 0.29± 0.45 ±4.43 

 BABAR endpoint (LLR) 
 0.48± 0.29 ±4.28 

 BABAR endpoint (weight) 
 0.51± 0.27 ±4.01 

 BABAR endpoint (weight BLNP) 
 0.47± 0.30 ±4.40 

HFAG
Summer06

]-3 10×|  [ub|V
3 4 5

]-3 10×|  [ub|V
3 4 5

 HFAG Ave. (BLNP) 
 0.27± 0.19 ±4.52 

HFAG Ave. (DGE) 
 0.20± 0.20 ±4.46 

 BABAR (LLR) 
 0.29± 0.45 ±4.43 

 BABAR endpoint (LLR) 
 0.48± 0.29 ±4.28 

 BABAR endpoint (weight) 
 0.51± 0.27 ±4.01 

 BABAR endpoint (weight BLNP) 
 0.47± 0.30 ±4.40 

HFAG
Summer06

BLNP: Bosch, Lange, Neubert, Paz (2005)
DGE: Anderson, Gardi (2006)
LLR: Leibovich, Low, Rothstein (2006)



Vub from inclusive avg. give O(6%) error
- restricted phase-space is much better understood
- check with many complementary meas’mts.

Exclusive analyses catch up
- powerful B-tagging 
- improved ν-recon. --> fine-binned q2 dist. (BaBar)
- unquenched L-QCD

Systematics (esp. for SF param.) will improve 
with more statistics

Summary |Vub|incl = (4.52 ± 0.19 ± 0.27)× 10−3

|Vub|excl = (3.97 ± 0.25+0.59
−0.41)× 10−3
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