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LHC collisions
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Multiple parton 
scattering

Hard interaction

Underlying event 

Not possible to distinguish the hard process 
from the rest of the soft QCD interactions 

on an event by event basis 
Possible to define specific observables 

sensitive to different mixture of hard process 
and underlying event (UE)



ATLAS detector
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ATLAS detector
4Nicola Orlando | The University of Hong Kong 

H
ES

Z 
20

17
 | 

Se
pt

em
be

r 2
6–

29
, 2

01
7,

 N
ag

oy
a,

 J
ap

an

Figure 1: Sketch of the ATLAS inner detector showing all its components, including the new insertable B-layer
(IBL). The distances to the interaction point are also shown.
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Data taking
• Here focusing on a small fraction of dataset 

collected in 2015 with special, low 
instantaneous luminosity, conditions 

• Allows to reduce the effect of pile-up on 
the measurement
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Inner%Tracker% Calorimeters% Muon%Spectrometer% Magnets%
Pixel% SCT% TRT% LAr% Tile% MDT% RPC% CSC% TGC% Solenoid% Toroid%

98.5% 99.7% 100% 99.1% 100% 100% 99.3% 100% 100% 100% 99.6%

Luminosity%weighted%relaJve%detector%upJme%(in%percent)%and%good%quality%data%delivery%during%the%stable%beams%in%pp%
collisions%at%13%TeV%between%JuneRAugust%2015,%corresponding%to%173%pbR1%recorded%luminosity.%

The$tables$correspond$to$the$DQ$tag$DetStatus5v635pro18$for$periods$A,$B$and$C255,$$
DetStatus5v645pro19$for$periods$D356$lumi$tag$OflLumi513TeV5001$

2017 2016 2015





Introduction 
• Here focusing on a few results, most recent  

• More information here https://twiki.cern.ch/twiki/bin/view/AtlasPublic/
StandardModelPublicResults#Soft_QCD_and_Diffractive_Physics 
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Analysis Reference Integrated 
luminosity 

Average 
interactions per 
bunch crossing

Low-pT track-
based 'Minimum 

Bias' analysis

Eur.Phys.J. C76 
(2016) no.9, 502 151𝛍b-1 0.005 in average

Track-based 
Underlying Event 

analysis

JHEP 1703 (2017) 
157 1.6nb-1 0.003-0.03

Extra information on tacking performance can be found here 
https://cds.cern.ch/record/2037683 

https://twiki.cern.ch/twiki/bin/view/AtlasPublic/StandardModelPublicResults#Soft_QCD_and_Diffractive_Physics
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/StandardModelPublicResults#Soft_QCD_and_Diffractive_Physics
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/StandardModelPublicResults#Soft_QCD_and_Diffractive_Physics
https://cds.cern.ch/record/2037683


Track reconstruction performance
• Evaluate in early, low pile-up, data 

• Track selection, dataset, trigger strategy similar to the ATLAS 13 TeV minimum bias measurement 

• Comparing data and simulation for basic observables entering in the track reconstruction (e.g., silicon 
hits multiplicity) 

• Validation of the passive material description: plays a major role in the UE measurements  

• Residual discrepancies covered by uncertainties of passive material description or dead modules  
emulation in simulation  
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Figure 3: Comparison of the average number of (a) IBL, (b) pixel, (c) SCT and (d) TRT hits per selected track as a
function of pseudorapdity of the track in data and simulation for the loose track selection.

5 Track Parameter Resolution

The primary vertex4 is in the following used as reference point to measure the impact parameter. Figure
6 shows the transverse and longitudinal impact parameters in data and simulation for tracks passing the
loose track selection. A subset of the previously discussed data from low µ runs at

p
s = 13 TeV is used.

The loose track selection is applied. The simulation again is reweighted to take into account the (pT , ⌘)
kinematics of tracks, as well as the z-vertex distribution in data. The observed di�erences in Figure 6(a)
arise from discrepancies in the material description used in simulation for the IBL, a e�ect dominant
at low pT. At higher pT, also the residual misalignment of the detector components contributes to the
discrepancy. The impact parameter resolution is driven by the resolution of the individual measurements
in the pixel detector. In simulation, the resolution of the longitudinal measurements is known to be
superior to that in data due to a simplified energy deposit model. This e�ect is visible in Figure 6(b).

Since the impact parameter is measured with respect to the primary vertex, the resolution of the primary

4 The primary vertex is defined as the one with the highest sum of pT of tracks associated to it.

7

η 
2.5− 2− 1.5− 1− 0.5− 0 0.5 1 1.5 2 2.5

 <
IB

L 
H

its
>

0.7

0.8

0.9

1

1.1

1.2
Loose Track Selection 

MC
Data

ATLAS
 = 13 TeVs 

Preliminary

η 
2.5− 2− 1.5− 1− 0.5− 0 0.5 1 1.5 2 2.5

D
at

a/
M

C

0.95

1

1.05

(a) Average number of IBL Hits vs ⌘

η 
2.5− 2− 1.5− 1− 0.5− 0 0.5 1 1.5 2 2.5

 <
Pi

xe
l H

its
>

2

2.5

3

3.5

4

4.5

5

5.5

6
Loose Track Selection 

MC
Data

ATLAS
 = 13 TeVs 

Preliminary

η 
2.5− 2− 1.5− 1− 0.5− 0 0.5 1 1.5 2 2.5

D
at

a/
M

C

0.95

1

1.05

(b) Average number of Pixel Hits vs ⌘

η 
2.5− 2− 1.5− 1− 0.5− 0 0.5 1 1.5 2 2.5

 <
SC

T 
H

its
>

6

7

8

9

10

11
Loose Track Selection 

MC
Data

ATLAS
 = 13 TeVs 

Preliminary

η 
2.5− 2− 1.5− 1− 0.5− 0 0.5 1 1.5 2 2.5

D
at

a/
M

C

0.95

1

1.05

(c) Average number of SCT Hits vs ⌘

η 
2.5− 2− 1.5− 1− 0.5− 0 0.5 1 1.5 2 2.5

 <
TR

T 
H

its
>

0

10

20

30

40

50
Loose Track Selection 

MC
Data

ATLAS
 = 13 TeVs 

Preliminary

η 
2.5− 2− 1.5− 1− 0.5− 0 0.5 1 1.5 2 2.5

D
at

a/
M

C

0.6
0.8

1
1.2
1.4

(d) Average number of TRT Hits vs ⌘

Figure 3: Comparison of the average number of (a) IBL, (b) pixel, (c) SCT and (d) TRT hits per selected track as a
function of pseudorapdity of the track in data and simulation for the loose track selection.

5 Track Parameter Resolution

The primary vertex4 is in the following used as reference point to measure the impact parameter. Figure
6 shows the transverse and longitudinal impact parameters in data and simulation for tracks passing the
loose track selection. A subset of the previously discussed data from low µ runs at

p
s = 13 TeV is used.

The loose track selection is applied. The simulation again is reweighted to take into account the (pT , ⌘)
kinematics of tracks, as well as the z-vertex distribution in data. The observed di�erences in Figure 6(a)
arise from discrepancies in the material description used in simulation for the IBL, a e�ect dominant
at low pT. At higher pT, also the residual misalignment of the detector components contributes to the
discrepancy. The impact parameter resolution is driven by the resolution of the individual measurements
in the pixel detector. In simulation, the resolution of the longitudinal measurements is known to be
superior to that in data due to a simplified energy deposit model. This e�ect is visible in Figure 6(b).

Since the impact parameter is measured with respect to the primary vertex, the resolution of the primary

4 The primary vertex is defined as the one with the highest sum of pT of tracks associated to it.
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Analysis strategy
• Low-pT track-based 'Minimum Bias' analysis: 

based on selection of events with at least two tracks with 
pT>100 MeV and |𝛈|<2.5 

• Observables built out of all tracks with pT>100 MeV 
and |𝛈|<2.5 

• Track-based Underlying Event analysis: based on 
selection of events with at least one track with pT>1 GeV 
and |𝛈|<2.5 

• Observables built out of all tracks with pT>500 MeV 
and |𝛈|<2.5 

• Underlying event (UE) sensitive observables 
measured in different azimuthal regions defined 
based on the direction of the leading charged particle 

• Measuring observables also in “trans diff” region 
(event by event difference between trans-max and 
trans-min) to isolate the contribution from the hard 
process 
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Particle level definition and correction
• Particle level definition uses two set of particles 

• Charged prompt particles with lifetime τ>300ps 

• Charged particles coming form decays of particles with lifetime τ<30ps   

• Exclude poorly reconstructed strange baryons (typical reconstruction 
efficiency below 1%), avoid application of a large efficiency correction 
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Distributions of the selected tracks are corrected for ine�ciencies in the track reconstruction with a track
weight using the tracking e�ciency ("trk) and after subtracting the fractions of fake tracks ( ffake), of
strange baryons ( fsb), of secondary particles ( fsec) and of particles outside the kinematic range ( fokr):

wtrk(pT, ⌘) =
1

"trk(pT, ⌘)
· ⇥1 � ffake(pT, ⌘) � fsb(pT, ⌘) � fsec(pT, ⌘) � fokr(pT, ⌘)

⇤
. (2)

These distributions are estimated as described in Section 3.2 except that the fraction of particles outside
the kinematic range whose reconstructed tracks enter the kinematic range is estimated from simulation.
This fraction is largest at low pT and high |⌘|. At pT = 100 MeV and |⌘| = 2.5, 11% of the particles enter
the kinematic range and are subtracted as described in Formula 2 with a relative uncertainty of ± 4.5%.

The pT and ⌘ distributions are corrected by the event and track weights, as discussed above. In order
to correct for resolution e↵ects, an iterative Bayesian unfolding [35] is additionally applied to the pT
distribution. The response matrix used to unfold the data is calculated from pythia 8 a2 simulation,
and six iterations are used; this is the smallest number of iterations after which the process is stable.
The statistical uncertainty is obtained using pseudo-experiments. For the ⌘ distribution, the resolution is
smaller than the bin width and an unfolding is therefore unnecessary. After applying the event weight,
the Bayesian unfolding is applied to the multiplicity distribution in order to correct from the observed
track multiplicity to the multiplicity of primary charged particles, and therefore the track reconstruction
e�ciency weight does not need to be applied. The total number of events, Nev, is defined as the integral
of the multiplicity distribution after all corrections are applied and is used to normalise the distributions.
The dependence of hpTi on nch is obtained by first separately correcting the total number of tracks andP

i pT(i) (the scalar sum of the track pT of all tracks with pT > 100 MeV in one event), both versus the
number of primary charged particles. After applying the correction to all events using the event and track
weights, both distributions are unfolded separately. The ratio of the two unfolded distributions gives the
dependence of hpTi on nch.

Table 2: Summary of the systematic uncertainties in the ⌘, pT, nch and hpTi vs. nch observables. The uncertainties
are given at the minimum and the maximum of the phase space.

Distribution 1
Nev
· dNch

d|⌘|
1

Nev
· 1

2⇡pT
· d2Nch

d⌘dpT
1

Nev
· dNev

dnch
hpTi vs. nch

Range 0–2.5 0.1–50 GeV 2–250 0–160 GeV

Track reconstruction 1%–7% 1%–6% 0%–+38%
�20% 0%–0.7%

Track background 0.5% 0.5%–1% 0%–+7%
�1% 0%–0.1%

pT spectrum – – 0%–+3%
�9% 0%–+0.3%

�0.1%
Non-closure 0.4%–1% 1%–3% 0%–4% 0.5%–2%

A summary of the systematic uncertainties is given in Table 2 for all observables. The dominant un-
certainty is due to material e↵ects on the track reconstruction e�ciency. Uncertainties due to imperfect
detector alignment are taken into account and are less than 5% at the highest track pT values. In addi-
tion, resolution e↵ects on the transverse momentum can result in low-pT particles being reconstructed
as high-pT tracks. All these e↵ects are considered as systematic uncertainty on the track reconstruction.
The track background uncertainty is dominated by systematic e↵ects in the estimation of the contribution
from secondary particles. The track reconstruction e�ciency determined in simulation can di↵er from
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Tracking 
efficiency

Fraction of 
fake tracks

Fraction of 
strange baryons

Fracking of 
secondary tracks

Outside-of-kinematic 
correction

An additional correction used per event 
basis to remove vertex reconstruction and 

trigger efficiencies 

5% additional material in the entire inner detector, 10% additional material in the IBL and 50% additional
material in the pixel services region at |⌘| > 1.5. The sizes of the variations are estimated from studies
of the rate of photon conversions, of hadronic interactions, and of tracks lost due to interactions in the
pixel services [34]. The resulting uncertainty in the track reconstruction e�ciency is 1% at low |⌘| and
high pT and up to 10% for higher |⌘| or for lower pT. The systematic uncertainty arising from the track
selection requirements is studied by comparing the e�ciency of each requirement in data and simulation.
This results in an uncertainty of 0.5% for all pT and ⌘. The total uncertainty in the track reconstruction
e�ciency is obtained by adding all e↵ects in quadrature. The track reconstruction e�ciency is shown as
function of pT and ⌘ in Figure 3, including all systematic uncertainties. The e�ciency is calculated using
the pythia 8 a2 and single-particle simulation. E↵ectively identical results are obtained when using the
prediction from epos or pythia 8 monash.
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Figure 3: Track reconstruction e�ciency as a function of (a) transverse momentum pT and of (b) pseudorapidity
⌘ for selected tracks with pT >100 MeV and |⌘| < 2.5 as predicted by pythia 8 a2 and single-particle simula-
tion. The statistical uncertainties are shown as vertical bars, the sum in quadrature of statistical and systematic
uncertainties as shaded areas.

3.5 Correction procedure and systematic uncertainties

The data are corrected to obtain inclusive spectra for primary charged particles satisfying the particle-
level phase space requirement. The ine�ciencies due to the trigger selection and vertex reconstruction
are applied to all distributions as event weights:

wev(nno-z
sel ,�ztracks) =

1
"trig(nno-z

sel )
· 1
"vtx(nno-z

sel ,�ztracks)
. (1)
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Backgrounds
• Fake tracks due to random silicon hits 

combinations 

• Low pT analysis: checked in simulation and data, 
found to be less than 1%  

• Standard analysis: fully negligible, checked on 
simulation   

• Strange baryons, not included in the 
measurements definition, are subtracted using EPOS 
which provides the best description of ALICE 
strange baryon data   

• Up to 3% for tracks of 20 GeV pT, deceasing 
with pT down to 0.01% on average for the low pT 
analysis   

• Non collision backgrounds checked in 
simulation, found to be negligible  
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Monte Carlo predictions
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Pythia8 A2 MSTW2008LO
Built on top of Pythia8 C4 tune, used 
ATLAS minimum bias 7 TeV data for 

MPI 

Pythia8 A14 NNPDF2.3LO
ATLAS tune on UE and high pT 

measurements (jets, Drell-Yan, top-
quark pair cross sections) 

Pythia8 Monash NNPDF2.3LO Includes ATLAS Drell-Yan and UE data, 
plus CMS, SPS, Tevatron data 

Herwig7 UE-MMHT MMHT2014LO Based on LHC and Tevatron UE as well 
as MPI data

EPOS LHC - Based on LHC data, including Totem 
cross section measurement

QGSJET II-04 Default - Includes LHC data
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Low-pT track-based 'Minimum Bias' analysis: selection 
and observables

• Targeting events with at least two tracks with pT greater than 100 MeV 

• Special track reconstruction to cope with the low pT region  

• Requiring at least five silicon hits (instead of seven as in the default 
reconstruction) 

• Other set of cuts (e.g. impact parameter cuts) applied to suppress 
secondary tracks 

• Events with more than one reconstructed vertex are vetoed  

• Trigger based on random L1 items and, HLT requiring at least one track 
with pT>200 MeV, typical efficiency above 95% for all selected events 
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Observable Description
Charged particle multiplicity vs 𝛈

Charged particle multiplicity vs 𝛈 and pT

Charged particle multiplicty

Average pT vs charged particle multiplicity

1 Introduction

Measurements of charged-particle distributions in proton–proton (pp) collisions probe the strong inter-
action in the low-momentum transfer, non-perturbative region of quantum chromodynamics (QCD). In
this region, charged-particle interactions are typically described by QCD-inspired models implemented
in Monte Carlo (MC) event generators. Measurements are used to constrain the free parameters of these
models. An accurate description of low-energy strong interaction processes is essential for simulating
single pp interactions and the e↵ects of multiple pp interactions in the same bunch crossing at high in-
stantaneous luminosity in hadron colliders. Charged-particle distributions have been measured previously
in hadronic collisions at various centre-of-mass energies [1–11].

The measurements presented in this paper use data from pp collisions at a centre-of-mass energyp
s = 13 TeV recorded by the ATLAS experiment [12] at the Large Hadron Collider (LHC) [13] in 2015,

corresponding to an integrated luminosity of 151 µb�1. The data were recorded during special fills with
low beam currents and reduced focusing to give a mean number of interactions per bunch crossing of
0.005. The same dataset and a similar analysis strategy were used to measure distributions of charged
particles with transverse momentum pT greater than 500 MeV [9]. This paper extends the measurements
to the low-pT regime of pT > 100 MeV. While this nearly doubles the overall number of particles in the
kinematic acceptance, the measurements are rendered more di�cult due to multiple scattering and im-
precise knowledge of the material in the detector. Measurements in the low-momentum regime provide
important information for the description of the strong interaction in the low-momentum-transfer, non-
perturbative region of QCD.

These measurements use tracks from primary charged particles, corrected for detector e↵ects to the
particle level, and are presented as inclusive distributions in a fiducial phase space region. Primary
charged particles are defined in the same way as in Refs. [2, 9] as charged particles with a mean life-
time ⌧ > 300 ps, either directly produced in pp interactions or from subsequent decays of directly pro-
duced particles with ⌧ < 30 ps; particles produced from decays of particles with ⌧ > 30 ps, denoted
secondary particles, are excluded. Earlier analyses also included charged particles with a mean lifetime
of 30 < ⌧ < 300 ps. These are charged strange baryons and have been removed for the present analysis
due to their low reconstruction e�ciency. For comparison to the earlier measurements, the measured
multiplicity at ⌘ = 0 is extrapolated to include charged strange baryons. All primary charged particles are
required to have a momentum component transverse to the beam direction pT > 100 MeV and absolute
pseudorapidity1 |⌘| < 2.5 to be within the geometrical acceptance of the tracking detector. Each event is
required to have at least two primary charged particles. The following observables are measured:

1
Nev
· dNch

d⌘
,

1
Nev
· 1

2⇡pT
· d2Nch

d⌘dpT
,

1
Nev
· dNev

dnch
and hpTi vs. nch.

Here nch is the number of primary charged particles within the kinematic acceptance in an event, Nev
is the number of events with nch � 2, and Nch is the total number of primary charged particles in the
kinematic acceptance.

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector
and the z-axis along the beam pipe. The x-axis points from the IP to the centre of the LHC ring, and the y-axis points
upward. Cylindrical coordinates (r,�) are used in the transverse plane, � being the azimuthal angle around the beam pipe.
The pseudorapidity is defined in terms of the polar angle ✓ as ⌘ = � ln tan(✓/2).
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action in the low-momentum transfer, non-perturbative region of quantum chromodynamics (QCD). In
this region, charged-particle interactions are typically described by QCD-inspired models implemented
in Monte Carlo (MC) event generators. Measurements are used to constrain the free parameters of these
models. An accurate description of low-energy strong interaction processes is essential for simulating
single pp interactions and the e↵ects of multiple pp interactions in the same bunch crossing at high in-
stantaneous luminosity in hadron colliders. Charged-particle distributions have been measured previously
in hadronic collisions at various centre-of-mass energies [1–11].

The measurements presented in this paper use data from pp collisions at a centre-of-mass energyp
s = 13 TeV recorded by the ATLAS experiment [12] at the Large Hadron Collider (LHC) [13] in 2015,

corresponding to an integrated luminosity of 151 µb�1. The data were recorded during special fills with
low beam currents and reduced focusing to give a mean number of interactions per bunch crossing of
0.005. The same dataset and a similar analysis strategy were used to measure distributions of charged
particles with transverse momentum pT greater than 500 MeV [9]. This paper extends the measurements
to the low-pT regime of pT > 100 MeV. While this nearly doubles the overall number of particles in the
kinematic acceptance, the measurements are rendered more di�cult due to multiple scattering and im-
precise knowledge of the material in the detector. Measurements in the low-momentum regime provide
important information for the description of the strong interaction in the low-momentum-transfer, non-
perturbative region of QCD.

These measurements use tracks from primary charged particles, corrected for detector e↵ects to the
particle level, and are presented as inclusive distributions in a fiducial phase space region. Primary
charged particles are defined in the same way as in Refs. [2, 9] as charged particles with a mean life-
time ⌧ > 300 ps, either directly produced in pp interactions or from subsequent decays of directly pro-
duced particles with ⌧ < 30 ps; particles produced from decays of particles with ⌧ > 30 ps, denoted
secondary particles, are excluded. Earlier analyses also included charged particles with a mean lifetime
of 30 < ⌧ < 300 ps. These are charged strange baryons and have been removed for the present analysis
due to their low reconstruction e�ciency. For comparison to the earlier measurements, the measured
multiplicity at ⌘ = 0 is extrapolated to include charged strange baryons. All primary charged particles are
required to have a momentum component transverse to the beam direction pT > 100 MeV and absolute
pseudorapidity1 |⌘| < 2.5 to be within the geometrical acceptance of the tracking detector. Each event is
required to have at least two primary charged particles. The following observables are measured:
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Here nch is the number of primary charged particles within the kinematic acceptance in an event, Nev
is the number of events with nch � 2, and Nch is the total number of primary charged particles in the
kinematic acceptance.

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector
and the z-axis along the beam pipe. The x-axis points from the IP to the centre of the LHC ring, and the y-axis points
upward. Cylindrical coordinates (r,�) are used in the transverse plane, � being the azimuthal angle around the beam pipe.
The pseudorapidity is defined in terms of the polar angle ✓ as ⌘ = � ln tan(✓/2).
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Low pT analysis: systematic uncertainties 
• Track reconstruction efficiency studied in simulation as a 

function of pT and 𝛈 

• Main uncertainty due to description of passive material: from 
1% to 10% (depending on 𝛈) per track 

• Other components due to track selection efficiency, 
resolution, alignment  

• Other minor uncertainties due to background estimation, track 
pT modeling, model dependence on the unfolding (non-closure)  
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Distributions of the selected tracks are corrected for ine�ciencies in the track reconstruction with a track
weight using the tracking e�ciency ("trk) and after subtracting the fractions of fake tracks ( ffake), of
strange baryons ( fsb), of secondary particles ( fsec) and of particles outside the kinematic range ( fokr):

wtrk(pT, ⌘) =
1

"trk(pT, ⌘)
· ⇥1 � ffake(pT, ⌘) � fsb(pT, ⌘) � fsec(pT, ⌘) � fokr(pT, ⌘)

⇤
. (2)

These distributions are estimated as described in Section 3.2 except that the fraction of particles outside
the kinematic range whose reconstructed tracks enter the kinematic range is estimated from simulation.
This fraction is largest at low pT and high |⌘|. At pT = 100 MeV and |⌘| = 2.5, 11% of the particles enter
the kinematic range and are subtracted as described in Formula 2 with a relative uncertainty of ± 4.5%.

The pT and ⌘ distributions are corrected by the event and track weights, as discussed above. In order
to correct for resolution e↵ects, an iterative Bayesian unfolding [35] is additionally applied to the pT
distribution. The response matrix used to unfold the data is calculated from pythia 8 a2 simulation,
and six iterations are used; this is the smallest number of iterations after which the process is stable.
The statistical uncertainty is obtained using pseudo-experiments. For the ⌘ distribution, the resolution is
smaller than the bin width and an unfolding is therefore unnecessary. After applying the event weight,
the Bayesian unfolding is applied to the multiplicity distribution in order to correct from the observed
track multiplicity to the multiplicity of primary charged particles, and therefore the track reconstruction
e�ciency weight does not need to be applied. The total number of events, Nev, is defined as the integral
of the multiplicity distribution after all corrections are applied and is used to normalise the distributions.
The dependence of hpTi on nch is obtained by first separately correcting the total number of tracks andP

i pT(i) (the scalar sum of the track pT of all tracks with pT > 100 MeV in one event), both versus the
number of primary charged particles. After applying the correction to all events using the event and track
weights, both distributions are unfolded separately. The ratio of the two unfolded distributions gives the
dependence of hpTi on nch.

Table 2: Summary of the systematic uncertainties in the ⌘, pT, nch and hpTi vs. nch observables. The uncertainties
are given at the minimum and the maximum of the phase space.

Distribution 1
Nev
· dNch

d|⌘|
1

Nev
· 1

2⇡pT
· d2Nch

d⌘dpT
1

Nev
· dNev

dnch
hpTi vs. nch

Range 0–2.5 0.1–50 GeV 2–250 0–160 GeV

Track reconstruction 1%–7% 1%–6% 0%–+38%
�20% 0%–0.7%

Track background 0.5% 0.5%–1% 0%–+7%
�1% 0%–0.1%

pT spectrum – – 0%–+3%
�9% 0%–+0.3%

�0.1%
Non-closure 0.4%–1% 1%–3% 0%–4% 0.5%–2%

A summary of the systematic uncertainties is given in Table 2 for all observables. The dominant un-
certainty is due to material e↵ects on the track reconstruction e�ciency. Uncertainties due to imperfect
detector alignment are taken into account and are less than 5% at the highest track pT values. In addi-
tion, resolution e↵ects on the transverse momentum can result in low-pT particles being reconstructed
as high-pT tracks. All these e↵ects are considered as systematic uncertainty on the track reconstruction.
The track background uncertainty is dominated by systematic e↵ects in the estimation of the contribution
from secondary particles. The track reconstruction e�ciency determined in simulation can di↵er from
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Low-pT track-based 'Minimum Bias' analysis: results 
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Energy evolution 
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Track-based Underlying Event analysis
• MBTS used for trigger, efficiency above 99% 

• Pile-up suppressed by vetoing events with more than two vertices  

• Same background estimation for the low-pT analysis   
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Observable Description

pT of the leading charged particle

Number of charged particles in the transverse regions

Azimuthal angle difference between particles and leading particle

Mean number of charged particles per 𝛈-𝛟

Mean scalar pT sum of charged particles per 𝛈-𝛟 

Mean per event average pT of charged particles

Table 1: Definitions of the measured observables in terms of primary charged particles. The upper group of observ-
ables are used to define the x-axes of the plots to be shown in Section 8, and the lower group are the mean values of
distributions constructed in each x-bin and plotted on the y-axes. The �⌘�� scale factors convert the raw measure-
ments of regional Nch and

P
pT into densities per unit ⌘–� and their values change depending on the region/bin-sizes

being considered, so that the density variables are everywhere directly comparable.

Symbol Description

Binned variables

plead
T Transverse momentum of the leading charged particle

Nch(transverse) Number of charged particles in the transverse region

|��| Absolute di↵erence in particle azimuthal angle from the leading charged particle

Averaged variables

hNch/�⌘��i Mean number of charged particles per unit ⌘–� (in radians)

hPpT/�⌘��i Mean scalar pT sum of charged particles per unit ⌘–� (in radians)

hmean pTi Mean per-event average pT of charged particles (� 1 charged particle required)

The variables measured in this analysis, constructed using charged particles with pT > 0.5 GeV and
|⌘| < 2.5, with a higher-pT requirement of plead

T > 1 GeV placed on the leading charged particle, are de-
scribed in Table 1. These variables are divided into two groups: first the “binned” per-event or per-particle
quantities used to define the horizontal axes in the unfolded observables of Section 8; and secondly the
“averaged” mean values of distributions of per-event quantities to be studied as functions of the binned
variables – a construction known as a “profile”. The second-group variables are defined for each bin and
(except for hmean pTi, in which the ⌘–� area factors cancel) are scaled by the corresponding �⌘�� areas
to give densities comparable between all such measurements, including between various experiments and
collider energies. The area factor �� is 2⇡/3 for the toward, transverse & away regions, whereas it is ⇡/3
for the single-sided trans-min & trans-max regions, and 2⇡/nbins for each of the nbins equally sized bins
in distributions plotted against |��|. Due to the |⌘| < 2.5 fiducial acceptance and the ⌘-independence of
the region definitions, �⌘ = 5 in all cases. The profile observables are implemented as profile histograms,
presenting the mean values of the “averaged” variables as measured in each bin of another observable.
These hence measure the degree of correlation between two event features, either between the UE and
hard scattering, or between di↵erent UE aspects. The mean charged-particle momentum hpTi is construc-
ted on an event-by-event basis and then averaged over all events to give hmean pTi.
The majority of underlying-event observables study the dependences of the averaged quantities on the
transverse momentum of the leading object – here the leading charged particle. The development of
this from low to high pT corresponds to the smooth transition from “minimum bias” interactions to the
hard-scattering regime focused on by most LHC analyses, and the correlation distributions characterise
how soft QCD e↵ects co-evolve with the hard process through this transition. This analysis also studies
the dependence of the observables on the azimuthal angle with respect to the leading particle and each
region’s charged-particle multiplicity. For the observables studied as a function of relative azimuthal
angle, the leading particle is excluded from the spectrum.
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Track-based Underlying Event analysis
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Track-based Underlying Event analysis
• Similar scaling of all regions at low pT, transition at about 5 

GeV 

• Then the distributions in the transverse regions flatten, 
indicating UE dominance in those regions  

• The hard process dominated regions show a clear pT 
dependence also at high pT
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Track-based Underlying Event analysis
• No generator is able to describe well the data  

• UE+hard scattering are collectively well described by all 
generators (but EPOS) for pT>10GeV  

• Trans-diff region for pT>10GeV is well described only by EPOS 
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Track-based Underlying Event analysis
• Sensitive to the energy distribution in the UE 

• No generator describe the data well in all regions, data typically 
described within 10% by all generators 

• Monash tune performs best across the Pythia8 tunes
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Summary 

• New 13 TeV measurement of underlying-event and 
minimum-bias sensitive observables performed by the 
ATLAS collaboration 

• The description of the data is typically good within a 
few percent but clear evidence of room for 
improvement from several observables 

• Data have percent level precision and offer constraining 
power for generator tuning
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