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Cern Virtualization R&D

ofTware Appliance

Provide a complete, portable and easy to configure user environment
for developing and running LHC data analysis locally and on the Grid
Independent of physical software and hardware platform (Linux,
Windows, MacQOS)

= Code check-out, edition, compilation, local
small test, debugging, ...

= Grid submission, data access...
= Event displays, interactive data analysis, ...
= Suspend, resume...

Decouple application lifecycle from evolution of system infrastructure

Reduce effort to install, maintain and keep up to date the experiment
software

Web site: http://cernvm.cern.ch
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Cern From Application to
ofTware Appliance Appllance

Starting from experiment software... _
Build types

Dlj : ™ = Installable CD/DVD

(o™ BU]lder = Stub Image

: » Raw Filesystem Image

= Netboot Image

= Compressed Tar File

= Demo CD/DVD (Live CD/DVD)

VIRTUAL HARDWARE . RawHarle_skImage_
AFPLIANLE SOFTWARE APPLIANCE »  Vmware ® Virtual Appliance

s *  Vmware ® ESX Server Virtual
_ Appliance
v = Microsoft ® VHD Virtual Apliance

= Xen Enterprise Virtual Appliance
= Virtual Iron Virtual Appliance
= Parallels Virtual Appliance

APPLICATION

: . . =  Amazon Machine Image
@ ...endmg with custpm Linux . Update CD/DVD
rath  Specialised for a given task - Appliance Installable 1SO
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CernVM “Thin” Virtual Machine

SofTware Appliance

Plug-ins  Extra libs. & Apps

CVMFS

JeOS
rPath Linux

Linux Kernel

0.1GB ﬁ 1GB ‘

*  The experiment are packaging a lot of code
= but really use only fraction of it at runtime

* CernVM downloads what is needed and puts it in the cache
= Does not require persistent network connection (offline mode)
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Cern Publishing Releases

ofTware Appliance

Publishing is atomic

Each experiment is given
operation

a VM to install and test
their software using own
installation tools

%@ L Public Web Server

Release manager

User updates
Internal synchronization Hfffff;fff




CernVM As easy as 1,2,3

SofTware Appliance

ano Sign In

(@ )05 0 ) Q@) heips://192.165.191.128:8003 Ak login 7 v YL o )

Most Visied = LV A j. ADC LMCh CERM IT EDH CET MAT ERT SFT AA 5Pl VAVS Caudi MM roor  Mightlies YOO CHEPO?

I

ano CernVM Local User Setup

(E)EE (G (% U ) QP bieps://192.168.191,128:8003 /rAM cernvm/Uses i v WG ke )

MostVisied T LW 3 j. ADC LWCb CERN T EDM CET MAT ERT SFT AA 5Pl VAVS Gaudi 1N roor Nightees YOO CHEPOT

User Hame: [acmny
Pasword: [cecses

Ex Q{\
iy

ariwars Appliance
anon CernVM Boctstrap Options (=]
RN e BT - — T ~
_ Local User Account Setup (4] =08 () Coc ) M) (G s /192168151, 128 8003 ik cermvm Cant/ 27 ¥ JelCk " icg a |
Mosi Wisised - AW A /. ADC LMCh CERN T EDH CET HART ERT SFT AA 5P VRYS Gawdi HN  root  Mighilies YOO CHEPO? Plaxe @
Fiassa enter ek which wil b Crasted and set 10 ssa s VAL First usar registarnd
Backup and Restore e wit | @ cornvm Bocestran optons 3 |
CamVM Click OK 1 Eave e configurasan. - § =
Bootsirag C " g B §
Praxy Server Configuration User Name [rmara ‘lf RN ernv. 5] [}
User Account Setup Login Shall |[7oim7eain 5] orTuwara Appliance
Cantguration Password |
frokiond Somtmpasmmes | A oot
Manage CarnVM Cacha
nage e whieh wil susaly
Manage Senvices : Bockup and Fuston tor this Wirseal Machine
Schedis Asboot Cami st v s s stz G
System Updates Bootstrap
User Management Prowy Server Configuration Configuration Servee [Rp 1 remmm o dhroorin o
Usar Account Satup
Virtual Organization Configuration
Conbigueation e o
Disk Lizage Plaasa Satect e Vietual Orgasization to which you want 1o cannect
Munagre Sarvices Virtual Organization Name
Scheculn Fiaboct “ [uce =
. Syslam Updales Hare you can chiose o svabie ordassle mutomati migration of your Vetual Wachins o
- Virnin a e Viehial Machin wil ba
Log in to Web UsrMraenert Lo, S
A Enable Virtual Organisation protie ) vy, 8 pg
interface File System Configuration
fia ysiem locaty ) %0 locaily
maity files rsac-oniy. For wil .
= BArCAMANCS PAAARY A vl eyl A1 41T 4gech oA & 16641 Bk 1 E1ors MAdHied ek,
Tieasa rste ThatTor procuctice Lka cate 4nd in Casas when CMT kool i hawrily utad, e
perlarmante peraty tan become sgnilian |

Make cvmts fila system locally writeable ) oo @

C reate use r Grid User Interface
account e s |

Select experiment,
appliance flavor and
preferences
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Cern 1.3.0 Development release

ofTware Appliance

First attempt to include LC software in CernVM

= Thanks to André Sailer and Christian Grefe
Available now for download from

= http://rbuilder.cern.ch/project/cernvm-devel/releases
Can be run on

= Linux (VMware Player, VirtualBox)

= Windows(VMware Player, VirtualBox)

= Mac (Fusion, VirtualBox)

Appliance can be configured and used with ALICE, LHCb, ATLAS,
CMS and LCD frameworks

This release comes in two editions
= Basic (text development environment, suitable for ssh login, ~250MB)

= Desktop (full desktop environment, works on VMware & VirtualBox,
~500MB)
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Cern Conclusions

ofTware Appliance

Lots of interest from LHC experiments and huge momentum in industry

= Hypervisors are nowadays available for free (Linux, Mac and Windows)
CernVM approach solves problem of efficient software distribution using a
special file system

= One image fits all
What is this good for?

= Performance penalty ~5% (~1% with the latest CPU generation)

= To develop and test your code on your local desktop/laptop without having
to worry about installation and updates of software framework

= Grid User Interface
= Compatible with Cloud

Beware
= There will always be performance penalty
= Hypervisors and CernVM are still in development
= Not yet clear how to deploy virtual machines as batch/grid job containers

Workshop on adapting applications and computing services to multi-
core and virtualization, June 24-26
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