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This week summary
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ADC activities

* Production e Analysis
— Large amount of derivation production e TO

- Urgent upgrade tasks - Heavy Ion processing and reprocessin
~ MC Simulation iy Yfzmg ' g p g
- Reprocessing of datal6 with rel21 tests - Endo run : _ _ _

- Beamspot reprocessing needing staging

-> Whole system running smoothly, no major problems
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This week illustrated: jobs
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Derivation

Global share for half the prod

Production: Difficulties to get the good share between the
different activities and allow derivation and upgrade tasks to
complete rapidly

transition between fair-share to global share didn't help
Merging of derivation tasks is done on 1 core and takes time

Some jobs of urgent upgrade task need high memory =>
only few sites available to run such tasks

Lack of monitoring to evaluate total of jobs/event still to be
processed

Analysis: Quite a high pressure (600-700K pending jobs)
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Only jobs with high
memory left

Pending jobs

Pending jobs
168 Hours from 2016-11-29 to 2016-12-06 UTC




This week illustrated: data
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Usual transfer activities, with a lot transfers
from user subscriptions

— At the beginning of the week higher activity due to
recovering for last week rucio problems

— Hole in transfer yesterday evening for 3 hours:
corresponds to the migration to CC7 of machines Q | ) I !
hosting the conveyor
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Activities

I Data Brokering @ Data Consolidation Bl Express Functional Test Production Input Production Output
[0 Recovery W Staging @ T0 Export @ TO Tape Bl User Subscriptions Bl default

No full T1 storage
Staging at TO for beam spot reprocessing with timeout errors

- Understood: is a mismatch between srm lifetime parameters and castor

A e i =] Staging Failures
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Central services

Services
 CVMFS stratum 1 and CONDB regularly behind the last release

« discussed at WLCG meeting: same behaviour in ALICE that causes failures recently,
monitoring seems ok now thus will be followed up

- Panda servers glitches: PandalLogger_aipandal4l

« AMI: today announced IN2P3-CC downtime for maintenance

Pilot Factories (85548) @ Global CVMFS Stratum1 ATLAS (1008)

View » | @ Zoom Out | @ AMI(1683) @ PanDA Servers (26337) @ Frontier (10121) @ AGIS API (2026)
Rucio Daemons Reaper (1018) Rucio Daemons Undertaker (1018)

@ Global CVMFS ATLAS CONDB (1008) @ Rucio Client Benchmark (340) PanDA Proxy (2024) Rucio Daemons Kronos (1017)
Rucio HTTPD (1018) @ Rucio Loadbalancer (1018) @ Eventindex Consumer (1011) @ Eventindex Web (1010) @ Eventindex Hadoop Cluster (1008) @ AGIS Web Ul (2029) @message.availability min per 1h |
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Miscellanious

Other issues
 Tasks

Sites

One misconfigured Powheg task ( ) that
should use single core but was spawning over all the cores: problem known and fixed
that reappeared because jobs was extension of an old dataset

 T1 downtimes for maintenance/update

Other

SARA: scheduled a downtime for Thursday, Dec 1 8:00-17:00 Firmware updates to fix
a network issue over long distance connections.

CC- : downtime 6th of December for general maintenance, draining starting 48h
ahead

GGUS cleaning: ~40 GGUS opened for ATLAS (team and other) 4 for ATLAS VO
-» need some cleaning needed (started this week)

Instruction in case of problem with GGUS during the end of year
holiday period:
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Issues reported by AdCoS shifters (I)

ADCo0S: good coverage of senior shifter this week, but no expert shifter

Summary of issues:
« Central services see previous slide

« Stuck files from TO to grid to Fzk-LcG2_DATADISK, DESY-HH_DATADISK CA-MCGILL-CLUMEQ-
T2_DATADISK, SLACXRD_DATADISK

- Sites: mostly transfer problems

+ SLACXRD DATADISK: TRANSFER globus_ftp_client: the server responded with an error 500

+  UKI-SCOTGRID-GLASGOW DATADISK and SCRATCHDISK Deletion Failures with The resource is temporary
not available, site is downtime.

« TAIWAN-LCG2 DATADISK: TRANSFER TRANSFER an end-of-file was reached

* US-NET2_PHYS-EXOTICS: SOURCE Error reported from srm_ifce No such file or directory
+ Deletions at INFN-NAPOLI-ATLAS are failing

+ CA-MCGILL-CLUMEQ-T2_DATADISK - overwrite error

« All transfers are failing as source and destination

* US LUCILLE DATADISK

* RAL-LCG2_MCORE jobs failing with with stage-in errors

 GOEGRID Transfer and deletion efficiencies at 100% in the last 24 hrs.

 AM-04-YERPHI We had no feedaback since ggus ticket was opened.Site is a T3, panda queues are in
offline/brokeroff status.

« Transfers from DE UNI-FREIBURG DATADISK are failing with « File is unavailable »
* Failures at FZK-LCG2_HIMEM
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Issues reported by AdCoS shifters 11

Tasks

Tasks in RequestID:9377 are running with low efficiencies

« Task 9999432 and 9999635 are failing with ERROR Exceeded the max number of consecutive event
failures

« GP_PHYS task 10084500: "RuntimeError: Static content list contains XxAOD collections"
«  GP_PHYS task 10081486: "Segmentation fault"

Frontier/Squid
« IN2P3-CC2: the frontier squid is down
* NDGF-T1 Frontier Squid server down

3 sites, not reported in "Known Problems” are down in Frontier-Squid monitoring: RU-Protvino-IHEP,
(from few hours) LRZ-LMU (> 24 hours) ru-Moscow-FIAN-LCG2 (>1month) Elog
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