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Figure 28: The measured value of mW is compared to other published results, including measurements from the
LEP experiments ALEPH, DELPHI, L3 and OPAL [25–28], and from the Tevatron collider experiments CDF and
D0 [22, 23]. The vertical bands show the statistical and total uncertainties of the ATLAS measurement, and the
horizontal bands and lines show the statistical and total uncertainties of the other published results. Measured
values of mW for positively and negatively charged W bosons are also shown.
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Figure 29: The present measurement of mW is compared
to the SM prediction from the global electroweak fit [16]
updated using recent measurements of the top-quark and
Higgs-boson masses, mt = 172.84± 0.70 GeV [117] and
mH = 125.09 ± 0.24 GeV [118], and to the combined
values of mW measured at LEP [119] and at the Tevatron
collider [24].
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Figure 30: The 68% and 95% confidence-level contours
of the mW and mt indirect determination from the global
electroweak fit [16] are compared to the 68% and 95%
confidence-level contours of the ATLAS measurements
of the top-quark and W-boson masses. The determin-
ation from the electroweak fit uses as input the LHC
measurement of the Higgs-boson mass, mH = 125.09 ±
0.24 GeV [118].

The determination of the W-boson mass from the global fit of the electroweak parameters has an uncer-
tainty of 8 MeV, which sets a natural target for the precision of the experimental measurement of the mass
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·Heaviest known elementary particle 
·Strong coupling to Higgs (EWK loops, gg → H)  

·Timescales → unique features, bare quark 

·Precision measurements of SM parameters  

·Search for New Physics  
·through precision measurements of top quark properties and 

couplings (esp. in case new physics would couple to mass) 
·top is background to many searches

Top-quark Yukawa coupling

• Top quark is special: its Yukawa coupling is of natural scale, yt ⇠ 1
� An indication of a special role in EWSB?

• Can be probed in H production via gluon fusion
or H ! �� decays thanks to top-quark loops
� BSM particles can contribute to the loops

• Direct access to |yt | is provided in tt̄H production
� But a challenging process: �tt̄H ⇡ 130 fb at 8TeV,

�tt̄H/�tt̄ ⇠ 10�3
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•  Sensitive to Higgs mass through EWK loop corrections 
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Top quark production   

•  Major source of background for many searches   

•  New physics may preferentially couple/decay to top 

M. Aldaya SM@LHC, 11.04.13 

  Top quarks: key to QCD, electroweak (EWK) and new physics 

•  Large mass  large coupling to Higgs (y ~ 1)   

•  Decays before hadronising: “bare” quark 
δmW ∝ mt

2 

δmW∝ ln(mH) 

  LHC is a ‘top factory’: several million tt events produced at 7 & 8 TeV !!  

 Tool for precise tests of Standard Model (SM), sensitive probe to New Physics 

•  Great opportunity to study the details of tt production mechanisms 
•  In particular, through top-quark kinematic distributions    

•  Production of tt in association with QCD jets or additional particles  
could reveal new physics ; background to ttH and BSM searches 

•  Theory predictions & models need to be tuned & tested with measurements  

•  Sensitive to Higgs mass through EWK loop corrections 
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Top Quark Pairs

EWK Single-Top Production
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Earlier Top-Quark Results

·Tevatron pp 1.96 TeV  
·discover 

·scrutinise and measure 

·establish top as SM quark

4

1995 2010

- Christian Schwanenberger -Top Precision and Searches DESY Physics Seminar 10

The Top Quark

- Christian Schwanenberger -Top Precision and Searches DESY Physics Seminar 11

1000s of events

The Top Quark

·LHC Run-I pp (7 and 8 TeV)  
·pp: complementary initial state  
·superior statistics → top factory 
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Top Quark Mass

5

mtop = 174.30 ± 0.65syst GeV

Tevatron Run-I and Run-II Combination

mtop = 172.84 ± 0.70syst GeV

ATLAS Combination (8 TeV to come)CMS Run-I Combination

mtop = 172.44 ± 0.48syst GeV
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(*) Superseded by results

May 2017
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ATLAS, l+jets (*) 7 TeV  [1] 1.35)± 1.55 (0.75 ±172.31 
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Top Quark Properties

·Tevatron and LHC Run-I Legacies:                                                          
Detailed measurements of top quark properties and cross sections
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Search for CP violation

CMS-PAS-TOP-16-001

Hadronic analyser (1 b-tag + �2 b-tags)

F0 = 0.659 ± 0.010 (stat.+bkg. norm.) +0.052
�0.054 (syst.)

FL = 0.281 ± 0.021 (stat.+bkg. norm.) +0.063
�0.067 (syst.)

FR = 0.061 ± 0.022 (stat.+bkg. norm.) +0.101
�0.108 (syst.)

Table 3: Measured W boson helicity fractions for the hadronic analyser including the statistical uncertainty from
the fit and the background normalisation as well as the systematic uncertainty.

data-to-best-fit ratio represents the statistical and background normalisation uncertainty. The deviations
observed in the ratio are covered by the systematic uncertainties. The peak at cos ✓⇤ ⇡ �0.7 as seen in the
single b-tag channels in Figure 5 is caused by misreconstructed events. A missing second b-tag increases
the probability of swapping the b-quark jet from the top quark decay with the up-type quark jet from the
W decay.
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Figure 4: Post-fit distribution of cos ✓⇤ for the leptonic analyser with �2 b-tags, in which a two-channel combination
is performed (electron and muon). The uncertainty band represents the total uncertainty in the fit result.

The contributions of the various systematic uncertainties are quoted in Table 4. In the case of the leptonic
analyser, the dominant contributions come from the jet energy scale and resolution and the statistical error
in the MC templates. For the hadronic analyser, the systematic uncertainties are larger. Including the 1 b-
tag region aids in reducing the error. One of the main contributions is the b-tagging uncertainty, a↵ecting
both the event selection and b-tag categorisation, as well as the up- vs down-type quark separation. Other
major contributions come from the jet energy resolution and the modelling of tt̄ events (initial- and final-
state radiation, parton showering and hadronisation, and Monte Carlo event generator choice for the
matrix elements).

Within the e↵ective field theory framework [76], the Wtb decay vertex can be parameterised in terms of
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Figure 1: Dijet invariant mass distribution, m

j j

, for W boson candidates (left) and three-jet invariant mass, m
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,
for top quark candidates (right) in data compared to the sum of tt̄ simulation and multi-jet background. The ratio
comparing data to prediction is shown below each distribution. The hatched bands reflect the sum of the statistical
and systematic errors added in quadrature. The tt̄ simulation corresponds to mtop = 172.5 GeV.
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Figure 2: R3/2 distribution as obtained after applying the analysis event selection shown together with the expected
sum of tt̄ simulation and multi-jet background. The distribution is shown before the �2 fit is applied. The ratio
comparing data to prediction is shown below the figure. The hatched bands reflect the sum of the statistical and
systematic errors added in quadrature. The tt̄ simulation corresponds to mtop = 172.5 GeV.
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More Mass Measurements (tt)

 Production asymmetry due to NLO interferences

 → Final Tevatron combination

agrees with SM

Top quark asymmetriesTop quark asymmetries

20Top quark properties and electroweak measurementsA. Jung

Tevatron Preliminary (2017)

Tevatron Preliminary (2017)

● Inclusive combinations via BLUE
● Differential combinations employing 

full covariance matrices

6 5 Determination of the top quark mass
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Figure 3: Reconstructed µnb invariant mass distribution for data (points with error bars) and
Monte Carlo events (stacked histograms). Left: initial selection; right: final selection after the
charge and light-quark jet pseudorapidity requirements. The ratio of the observed number of
events in data to the number predicted by simulation is shown in the lower plots. The hatched
area represents the uncertainty on the Monte Carlo predictions associated to the finite size of
the samples and their normalization, and the integrated luminosity.
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Figure 4: Reconstructed µnb invariant mass from Monte Carlo simulated events for single top
quark t channel (left) and tt (right). The continuous lines show the results of fits to Crystal Ball
shapes.

obtained from the simulated samples before the final selection are shown in Fig. 4. The differ-
ence between the values of the µ parameter of the Crystal Ball function obtained from the fits
is mt(t channel)� mt(tt) = 0.30 ± 0.17 GeV, where the uncertainty is the statistical uncertainty
from the fit.

The remaining single top quark components (s-channel and tW production) account for only
about 3.5% of the final sample and their contribution is absorbed in the tt component, since
their distributions exhibit broader peaks with respect to the t channel.

The parameter µ of the Crystal Ball function describing the single top quark t-channel compo-
nent is used to estimate the top quark mass. The mass is obtained by shifting the value of µ

arXiv:1703.02530
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Figure 3: Input distributions for the unfolding procedure of cos ✓k+, cos ✓n+ cos ✓n�, and cos ✓n+ cos ✓r� � cos ✓r+ cos ✓n�.
The ratio between the data and prediction is also shown. The grey area shows the total uncertainty on the signal and
background. The tt̄V , diboson and fake-lepton backgrounds are shown together in the "Others" category.
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arXiv:1612.07004
Alternative Mass Measurements

Spin Density Matrix Elements

Sample Post-fit yields
tt̄ 156360 ± 750
Single top 5700 ± 930
W + bb/cc 7060 ± 510
W + c 1650 ± 550
W + light 1603 ± 65
Z + jets 2770 ± 710
Diboson 320 ± 240
Misid. lepton 6070 ± 380
Total 181600 ± 1700
Data 181536

Table 3: Post-fit yields of the tt̄ signal and background contributions. The yields represent the sum of the number
of events in each of the eight analysis regions. Only the normalisation uncertainties are shown.
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Figure 6: Logarithm of the likelihood obtained from the binned likelihood template fit to data. A quadratic fit is
performed around the minimum.
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Decay Width

ATLAS-CONF-2017-056

Tevatron and LHC Run-I

http://cms-results.web.cern.ch/cms-results/public-results/preliminary-results/CMS/index.html
https://arxiv.org/abs/1612.02577
https://arxiv.org/abs/1702.07546
https://arxiv.org/abs/1703.02530
https://arxiv.org/abs/1612.07004
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/CONFnotes
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The Present: LHC Run-II
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Standard Model Total Production Cross Section Measurements Status: July 2017
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√
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Top-Quark Physics Frontiers: 
·Ultimate precision 
·Differential distributions  
·Production in association 

systematics limited

statistics limited
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CMS

·LHC Run-I (’10-’12): 25 fb-1 
·Peak inst. luminosity: 0.8 x 1034 cm-2s-1                 

~  7000 top quark pairs per hour (8 TeV) 
·> 5,000,000 top each CMS and ATLAS 

·LHC Run-II (’15-’18): 100 fb-1 (13 TeV) 

·Cross section increase by about factor ~3 
·Peak inst. luminosity: 1.7 x 1034 cm-2s-1 
·Expected: 80,000,000 tt and 80,000 ttZ 
·About 50% of Run-II already on tape

9

The Top-Quark Factory LHC

ATLAS

LHCb

CMS

arXiv:1610.08142
arXiv:1506.00903

https://arxiv.org/abs/1610.08142
https://arxiv.org/abs/1506.00903
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Top pair event signatures

Dilepton Lepton+jets All hadronic

BG:      few                              moderate                                        huge

BR:     ≈ 5 %                              ≈ 30 %                                         ≈ 44 %

Mainly
W+jets

Mainly
Z+jets

Mainly
multijets

jet

27Jeannine Wagner-Kuhr Bonn, 12th January 2012

tt event reconstruction using lepton+jets channel 
(CDF)

Perform kinematic fit to top pair event hypothesis:

Constraints: MW=80.4GeV/c², Mt=175GeV/c²,

     Assign identified b-jets to b-quarks

 Float jet pT within uncertainties

 Take hypothesis with smallest χ² 

Several event hypotheses due to jet-parton assignment
ambiguities and due to unknown pz of neutrino

Lepton charge q defines charge of leptonically (l) decaying top

    q=+1 → lept. top  , q = -1 → lept. antitop

Assume that hadronically (h) decaying top quark has opposite charge

    q=+1 → had. antitop  , q = -1 → had. top

Sensitive variables:

and

τ-

Introduction

Cross Sections

� tt cross section at LHC 20
times larger than at Tevatron

� gg fusion is dominating
production process

tt Decay Channels

full hadronic: largest branching fraction
large QCD background

single lepton: golden channel

dileptonic: clearest signature
small fraction
underconstrained kinematics

3 / 15

tt Event Signatures
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10Jeannine Wagner-Kuhr Bonn, 12th January 2012

Top pair event signatures

Dilepton Lepton+jets All hadronic

BG:      few                              moderate                                        huge

BR:     ≈ 5 %                              ≈ 30 %                                         ≈ 44 %

Mainly
W+jets

Mainly
Z+jets

Mainly
multijets

jet

BR ~ 5% BR ~ 30%
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10Jeannine Wagner-Kuhr Bonn, 12th January 2012

Top pair event signatures

Dilepton Lepton+jets All hadronic

BG:      few                              moderate                                        huge

BR:     ≈ 5 %                              ≈ 30 %                                         ≈ 44 %

Mainly
W+jets

Mainly
Z+jets

Mainly
multijets

jet

BR ~ 45%

dileptons (e,µ): lepton+jets:

all-hadronic:

_

BR ~ 15%

tau+jets

Top quark events have all experimental signatures: 
leptons, jets, b-jets, missing transverse energy
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4 4 Measurement strategy

RpT =
pjet

T
pZ

T
(1)

Figure 2 (left) shows the distribution of the pT-Balance variable for data and MC simulation.
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Figure 2: RpT (left) and RMPF (right) distributions for the b-tagged case; the mean of this dis-
tribution is extracted for data and Monte Carlo simulation to compute the response. The MC
distribution is normalized to the total number of events in data.

4.2 Missing ET Projection Fraction

The Missing ET Projection Fraction method (extensively used at the Tevatron [19]) is based on
the fact that Z+jets events have no intrinsic /ET and that, at parton level, the Z boson momentum
is perfectly balanced by the hadronic recoil in the transverse plane.

~pZ
T + ~precoil

T = 0 (2)

For reconstructed objects, this equation can be re-written as:

~pZ
T + Rrecoil~precoil

T = � ~/ET (3)

where Rrecoil is the detector response of the hadronic recoil. Solving the two above equations
for Rrecoil gives

Rrecoil = 1 +
~/ET · ~pZ

T
(pZ

T)
2 ⌘ RMPF. (4)

·Jet (and ETmiss)  
·Event-by-event pile-up subtraction 

based on charged component 

·Resolution and scale mostly from γ-jet 
and Z-jet balance. 

·b-jet energy scale directly accessible 
through Z+b 

· Isolated Leptons (e, µ or τ) 
·Calibrations and efficiencies from 

dilepton resonances (Z, ϒ, J/ψ) 

·b-tagging  
·Combination of several techniques 

(vertex, impact parameter, tracks/
leptons within jets)

Experimental Ingredients

11

Top quark physics: require high-precision leptons, jets and b-tagging

Jets and Missing Transverse Energy

• Use Anti-kT algo (dR<0.5)
• Jet energy scale 

uncertainty <3% for 
30<Pt<200 GeV

• Jet Pt resolution 10-15%

• Big improvement from 
complementing calorimeter 
with tracking information 
(Particle Flow, also for 
Jets)

!"#$%#&$!! '()*+,-./.(01234554*600, 78109:;0-3<=42= !$

CMS DP-2012/012 CMS JME-13-001

relative b-jet corr.: 0.998 ± 0.005 RMPF

Z+b

Tagging jets with b-flavour

� With BR(t→Wb)=99.8%, b-tagging is an 
important tool for top physics
� Select tT and single top events
� Separate b-jets from W→qq and radiation

� Relies on b lifetime (~mm decay length), high 
mass, decay multiplicity, hard fragmentation

� Good impact parameter resolution is key
� Information from various algorithms combined 

in an MVA (neural network, now BDT @ run2)
19th September 2016 20Richard Hawkings MV2c20 output

IP resln with(out) IBL

tT→e𝜇+2 jets

-1 +1

Tagging jets with b-flavour

� With BR(t→Wb)=99.8%, b-tagging is an 
important tool for top physics
� Select tT and single top events
� Separate b-jets from W→qq and radiation

� Relies on b lifetime (~mm decay length), high 
mass, decay multiplicity, hard fragmentation

� Good impact parameter resolution is key
� Information from various algorithms combined 

in an MVA (neural network, now BDT @ run2)
19th September 2016 20Richard Hawkings MV2c20 output

IP resln with(out) IBL

tT→e𝜇+2 jets

-1 +1

Fig taken from R.Hawkings TOP2016

https://twiki.cern.ch/twiki/bin/view/CMSPublic/PhysicsResultsJME13001
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LHC (13 TeV) Tevatron

gg/gq ~90% ~15%

qq ~10% ~85%
_

12
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Fig. 2. Left: The HERAPDF1.5NNLO PDF 23, evaluated at a scale µ2 = 10 000 GeV2. The
behavior for µ2 = m2

t

⇠ 30 000 GeV2 is qualitatively similar. Right: Approximate NNLO tt̄ total
cross section as function of ↵

s

(M2
Z

) for m
t

= 171.3 GeV 24 , evaluated for various choices of
PDF sets using the HATHOR 25 program, and compared with measurements from ATLAS 26 and
CMS 27.

often identifies µ = µr = µf . In the case of the total cross section, one usually
sets µ = mt. However, in the case of di↵erential cross sections, other choices are
more appropriate since additional hard scales may be given, for example by the
transverse momentum of a jet pT,jet, or by the top-quark pair invariant mass Mt¯t.
The variation of the cross section when the scale is changed within a certain range
(often µ/2�2µ) is commonly used as an estimate of the uncertainty due to missing
higher orders (so-called scale uncertainty), even though the range of variation chosen
is in principle arbitrary.

The universal (i.e., process independent) proton PDF fi(xi, µ
2

f ) are determined
by several groups (see, e.g., Refs. 28, 29, 30, 31, 32) from global fits to experimental
data on deep-inelastic scattering (especially from the high precision HERA ep data),
but also on jet and heavy quark production at hadron colliders. At the LHC withp
s = 7 (14) TeV, around 80 (90)% of the total cross section is due to the gg induced

contribution, while the remainder is mostly due to the qq̄ initial state. This is due
to the large gluon density in the proton at small x (Fig. 2) and the fact that the
typical value of x = 2mt/

p
s (due to the minimal energy needed of ŝ > 4m2

t and
setting x

1

= x
2

) is 0.05 (0.025) at
p
s = 7 (14) TeV. At the Tevatron pp̄ collider,

the situation was reversed with the qq̄ contribution dominating and the PDF being
probed at much larger x values (around x = 0.2). At both colliders, the gq (gq̄)
contributions contribute only at the percent level, since they are suppressed by an
additional factor ↵s.

The NLO QCD O(↵3

s) corrections to the total tt̄ cross section are known since
more than 20 years 33,34,35. The mixed QCD-weak corrections of O(↵2

s↵) were com-
puted in Refs. 36, 37, 38, 39, 40, 41 and the mixed QCD-QED corrections were
determined in Ref. 42. There are also calculations of tt̄ production at NLO QCD
which include the top quark decays and the correlations between production and

Top quark pair production at LHC predominantly from gluons

  Top-Quark Pair Production
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Good perturbative convergence: scale variation @ LHC 
  Independent F/R scales 
  mt=173.3 

  Good overlap of various orders (LO, NLO, NNLO). 
  Suggests our (restricted) independent scale variation is good 

tT x-section at NNLO                                                                           Alexander Mitov                                                              Top WG mtg, 19 April 2013 

Czakon, Fiedler, Mitov  PRL 110 (2013) 252004

NNLO
NLO
LO
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often identifies µ = µr = µf . In the case of the total cross section, one usually
sets µ = mt. However, in the case of di↵erential cross sections, other choices are
more appropriate since additional hard scales may be given, for example by the
transverse momentum of a jet pT,jet, or by the top-quark pair invariant mass Mt¯t.
The variation of the cross section when the scale is changed within a certain range
(often µ/2�2µ) is commonly used as an estimate of the uncertainty due to missing
higher orders (so-called scale uncertainty), even though the range of variation chosen
is in principle arbitrary.

The universal (i.e., process independent) proton PDF fi(xi, µ
2

f ) are determined
by several groups (see, e.g., Refs. 28, 29, 30, 31, 32) from global fits to experimental
data on deep-inelastic scattering (especially from the high precision HERA ep data),
but also on jet and heavy quark production at hadron colliders. At the LHC withp
s = 7 (14) TeV, around 80 (90)% of the total cross section is due to the gg induced

contribution, while the remainder is mostly due to the qq̄ initial state. This is due
to the large gluon density in the proton at small x (Fig. 2) and the fact that the
typical value of x = 2mt/

p
s (due to the minimal energy needed of ŝ > 4m2

t and
setting x

1

= x
2

) is 0.05 (0.025) at
p
s = 7 (14) TeV. At the Tevatron pp̄ collider,

the situation was reversed with the qq̄ contribution dominating and the PDF being
probed at much larger x values (around x = 0.2). At both colliders, the gq (gq̄)
contributions contribute only at the percent level, since they are suppressed by an
additional factor ↵s.

The NLO QCD O(↵3

s) corrections to the total tt̄ cross section are known since
more than 20 years 33,34,35. The mixed QCD-weak corrections of O(↵2

s↵) were com-
puted in Refs. 36, 37, 38, 39, 40, 41 and the mixed QCD-QED corrections were
determined in Ref. 42. There are also calculations of tt̄ production at NLO QCD
which include the top quark decays and the correlations between production and

Full NNLO available since early 2013 - scale and pdf uncertainties 2-3%

LHC (13 TeV) Tevatron

gg/gq ~90% ~15%

qq ~10% ~85%
_

  Top-Quark Pair Production

http://arxiv.org/abs/1303.6254
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Experiments and theory calculations compete in precision

https://twiki.cern.ch/twiki/bin/view/LHCPhysics/LHCTopWG
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LHCtopWG

  Recent new results: 

ATLAS 8 TeV:     248.3 ± 0.7stat  ± 13.4syst ± 4.7lumi pb  (5.7%) 
ATLAS-CONF-2017-054 
CMS 5.2 TeV:    68.9 ± 6.5stat ± 6.1syst ± 1.6lumi pb        (13%) 
CMS-PAS-TOP-16-023 
D0:  1.96 TeV: 7.26 ± 0.13stat± 0.57syst pb                       (7.6%) 
arXiv:1605.06168 

Experiments and theory calculations compete in precision 

https://twiki.cern.ch/twiki/bin/view/LHCPhysics/LHCTopWG
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Inclusive tt Production 
·CMS:  
·in-situ determination of systematics through 

nuisance parameter fits 
·Dominant systematics: 
·Background, lepton-ID, b-identification, 

Luminosity 

·ATLAS 
·in-situ determination of b-tagging 
·tt/Z cross section ratio: alternative luminosity 

measure and sensitivity to PDF
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Figure 1: Distribution of the number of b-tagged jets in preselected opposite-sign eµ events. The data are
shown compared to the prediction from simulation, broken down into contributions from tt̄ (using the baseline
Powheg+Pythia6 sample),Wt single top, Z+jets, dibosons, and events with fake electrons or muons, normalised to
the same integrated luminosity as the data. The lower part of the figure shows the ratio of simulation to data, using
various tt̄ signal samples, and the shaded band indicates the statistical uncertainty. The tt̄ contribution is normalised
to the theoretical tt̄ cross-section prediction at

√
s = 13TeV of 832 pb.

leptons in the opposite-sign sample with all contributions estimated from simulation. The misidentified-
lepton contributions are classified into those where the electron is from a photon conversion, from the
decay of a heavy-flavour hadron or from other sources (e.g. a misidentified hadron within a jet), or the
muon is from a heavy-flavour decay or other sources (e.g. a pion or kaon decay). The values of Rj are
taken to be R1 = 1.55 ± 0.50 and R2 = 1.99 ± 0.82, where the central values are taken from ratios of
the total numbers of misidentified-lepton events in opposite- and same-sign samples. The uncertainties
encompass the different values of Rj predicted for the various sub-components of the misidentified-lepton
background separately, allowing the background composition to be significantly different from that pre-
dicted by simulation, where it is dominated by electrons from photon conversions, followed by electrons
and muons from the decays of heavy-flavour hadrons. A 50% uncertainty is assigned to the prompt same-
sign contribution, which includes events where the charge of the electron was misidentified (denoted by
wrong-sign prompt in Table 3) or right-sign with two genuine same-sign leptons (e.g. from tt̄W/Z pro-
duction). The largest uncertainties in the misidentified-lepton background come from the uncertainties in
Rj.

The modelling in simulation of the different components of the misidentified-lepton background is checked
by studying kinematic distributions of same-sign events, as illustrated for the pT and |η| distributions of
the leptons in events with at least one b-tagged jet in Figure 3. The simulation models the shapes of the
distributions well, but underestimates the number of data events with two b-tagged jets by about 40%, as
shown in Table 3. This deficit in simulation is attributed to a larger rate of misidentified-lepton events in
data, which increases the estimate of misidentified leptons in the opposite-sign two-b-tag sample accord-
ingly. The modelling is also checked in same-sign control samples with relaxed isolation cuts, enhancing
the contributions of heavy-flavour decays, and similar levels of agreement were found, giving confid-

8

arXiv: 1606.02699

4 2 Experimental setup

from the multijet background is estimated using an independent data control sample where the
prompt-lepton candidate passes the loose trigger-isolation requirements, but fails the tighter
isolation required offline. The expected residual contamination from background processes
other than multijets is estimated from simulation and subtracted from the control sample. The
resulting distributions are used to model the multijet background contribution. The initial
multijet normalization is obtained from events containing one isolated lepton and having the
measured absolute value of the imbalance in the pT of all PF candidates in the event less than
20 GeV. The contributions from backgrounds other than multijets are subtracted in the referred
to isolated-lepton region, and the ratio of events observed in data in this region with respect to
the number of events found in the nonisolated-lepton control region is assigned as the renor-
malization scale factor. Given the tight requirements on leptons, we expect bb +jets events to
dominate the multijet contamination. An isolated, prompt lepton coming from such a process
is likely to arise from the decay of a bottom hadron. We can therefore expect a jet in the event to
be b-tagged. This motivates the initial normalization for the multijet process through the one-b-
tagged-jet category. However, for events with at least three jets, the tt contribution is expected
to be nonnegligible, so the multijet process is estimated from events without any b-tagged jets.

Figure 1 compares the numbers of selected events in data with the signal and expected back-
grounds from simulation in each category. For simplicity, the contributions from the electron
and muon final states, as well as from the two lepton charges, are summed. Within the uncer-
tainties, we observe agreement between the data and the expectations. Although not shown
explicitly, agreement is also found separately for each lepton flavor and charge.
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Figure 1: Event yields from data and the expected tt signal and backgrounds for each of the 11
independent categories. Distributions are combined for the two lepton charges and flavors. The
bins represent the measured number of jets (j) and b-tagged jets (b), with the 4j and 2b categories
being inclusive. The bottom panel shows the ratio between the data and the expectations. The
relative uncertainty owing to the statistical uncertainty in the simulation, the uncertainty in the
normalization of the multijet contribution, and the systematic uncertainty in the total integrated
luminosity is represented as a shaded band.

arXiv: 1701.06228
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Figure 3: The ratios Rtot/fid
tt̄/Z (i TeV), for i = 13, 8, 7 compared to predictions based on di↵erent PDF sets. The inner

shaded band corresponds to the statistical uncertainty, the middle band to the statistical and experimental systematic
uncertainties added in quadrature, while the outer band shows the total uncertainty, including the luminosity uncer-
tainty. The latter is not visible since the luminosity uncertainties almost entirely cancel in these ratios. The theory
predictions are given with the corresponding PDF uncertainties shown as inner bars while the outer bars include all
other uncertainties added in quadrature.

uncertainty (but agree well when including the respective prediction uncertainties), and by 2.6� from
the ABM12 PDF. A similar but less significant pattern is observed for the 13 TeV data. The 7 TeV data
are most consistent with the MMHT14 PDF set. The data are between the predictions of the PDF4LHC
PDFs and the HERA-based PDFs HERAPDF2.0 and ATLAS-epWZ12, deviating most from the ABM12
prediction. The di↵erence between data and predictions for the 7 and 8 TeV results is consistent with the
results published by ATLAS for the ratio of tt̄ cross sections at these two energies [1], as is discussed in
Section 5.4.2.

5.4.2 Single ratios at di↵erent

p
s

The ratios of the fiducial Z-boson cross sections at various
p

s values are compared in Figure 4 to pre-
dictions employing di↵erent PDF sets. The uncertainty in these ratios is dominated by the luminosity
uncertainty. Even though the total luminosity uncertainties are of comparable magnitude at 7, 8 and
13 TeV, they are mostly uncorrelated and therefore do not cancel in the cross-section ratios.

The measurements are consistent with the predictions for all PDF sets. Most of these predictions agree
with the data within the experimental uncertainties, even omitting the luminosity uncertainty. This obser-
vation may indicate that the luminosity-determination uncertainty in the measured ratio is conservative.

19

_

σtt = 818 ± 8stat ± 27syst ± 19lumi pb 4.1 %

σtt = 888 ± 2stat +26-28syst ± 20lumi pb 3.9 %

arXiv: 1612.03636

https://arxiv.org/abs/1606.02699
https://arxiv.org/abs/1701.06228
https://arxiv.org/abs/1612.03636
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tt differential distributions: pT(top)
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Results in dilepton, l+jets and all-jet final states 
NLO calculations do not describe pt(top) -  

all other distributions ok
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Since 2013: NNLO calculation available:  
CMS and ATLAS data well described
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Czakon, Mitov, Heymes, PRL 116, 082003 (2016)
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Figure 15: Fiducial phase-space absolute di↵erential cross-sections as a function of the (a) transverse momentum
(pt,had

T ) and (b) the absolute value of the rapidity (
���yt,had

���) of the hadronic top quark in the resolved topology and
corresponding results in the boosted topology (c), (d). The yellow bands indicate the total uncertainty of the data
in each bin. The Powheg+Pythia6 generator with hdamp =mt and the CT10 PDF is used as the nominal prediction
to correct for detector e↵ects. The lower three panels show the ratio of the predictions to the data. The first
panel compares the three Powheg+Pythia6 samples with di↵erent settings for additional radiation, the second panel
compares the nominal Powheg+Pythia6 sample with the other Powheg samples and the third panel compares the
nominal Powheg+Pythia6 sample with the MadGraph5_aMC@NLO samples.
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Figure 15: Fiducial phase-space absolute di↵erential cross-sections as a function of the (a) transverse momentum
(pt,had

T ) and (b) the absolute value of the rapidity (
���yt,had

���) of the hadronic top quark in the resolved topology and
corresponding results in the boosted topology (c), (d). The yellow bands indicate the total uncertainty of the data
in each bin. The Powheg+Pythia6 generator with hdamp =mt and the CT10 PDF is used as the nominal prediction
to correct for detector e↵ects. The lower three panels show the ratio of the predictions to the data. The first
panel compares the three Powheg+Pythia6 samples with di↵erent settings for additional radiation, the second panel
compares the nominal Powheg+Pythia6 sample with the other Powheg samples and the third panel compares the
nominal Powheg+Pythia6 sample with the MadGraph5_aMC@NLO samples.
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Same findings at 13 TeV as for 8 TeV, 
also with new MC generators aMC@NLO and POWHEG v2

Many recent results from ATLAS and CMS:

_

“resolved”: 3 jets kT=0.4 “boosted”: 1 (top-tagged) jet kT=1.0

arXiv:1610.04191,  arXiv:1708.07638, CMS-PAS-TOP-16-013,  
ATLAS-CONF-2016-100, arXiv:1607.07281,   arXiv:1612.05220
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https://arxiv.org/abs/1708.00727
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Figure 15: Fiducial phase-space absolute di↵erential cross-sections as a function of the (a) transverse momentum
(pt,had

T ) and (b) the absolute value of the rapidity (
���yt,had

���) of the hadronic top quark in the resolved topology and
corresponding results in the boosted topology (c), (d). The yellow bands indicate the total uncertainty of the data
in each bin. The Powheg+Pythia6 generator with hdamp =mt and the CT10 PDF is used as the nominal prediction
to correct for detector e↵ects. The lower three panels show the ratio of the predictions to the data. The first
panel compares the three Powheg+Pythia6 samples with di↵erent settings for additional radiation, the second panel
compares the nominal Powheg+Pythia6 sample with the other Powheg samples and the third panel compares the
nominal Powheg+Pythia6 sample with the MadGraph5_aMC@NLO samples.
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Figure 15: Fiducial phase-space absolute di↵erential cross-sections as a function of the (a) transverse momentum
(pt,had

T ) and (b) the absolute value of the rapidity (
���yt,had

���) of the hadronic top quark in the resolved topology and
corresponding results in the boosted topology (c), (d). The yellow bands indicate the total uncertainty of the data
in each bin. The Powheg+Pythia6 generator with hdamp =mt and the CT10 PDF is used as the nominal prediction
to correct for detector e↵ects. The lower three panels show the ratio of the predictions to the data. The first
panel compares the three Powheg+Pythia6 samples with di↵erent settings for additional radiation, the second panel
compares the nominal Powheg+Pythia6 sample with the other Powheg samples and the third panel compares the
nominal Powheg+Pythia6 sample with the MadGraph5_aMC@NLO samples.
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Same findings at 13 TeV as for 8 TeV, 
also with new MC generators aMC@NLO and POWHEG v2

_

“resolved”: 3 jets kT=0.4 “boosted”: 1 (top-tagged) jet kT=1.0
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Figure 19: Ratios of the measured fiducial phase-space absolute di↵erential cross-section to the prediction from
Powheg+Pythia6 in the resolved and boosted topologies as a function of their respective transverse momentum
of the hadronic top quark. The bands indicate the statistical and total uncertainties of the data in each bin. The
Powheg+Pythia6 generator with hdamp = mt and the CT10 PDF is used as the nominal prediction to correct for
detector e↵ects.
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Many recent results from ATLAS and CMS:
arXiv:1610.04191,  arXiv:1708.07638, CMS-PAS-TOP-16-013,  

ATLAS-CONF-2016-100, arXiv:1607.07281,   arXiv:1612.05220
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Figure 6: Observed and expected upper limits at 95% CL on the product of the production
cross section and branching fractions for the full combination of the analysis results, shown as
function of the resonance mass. Limits are set using four extensions to the SM : (upper left) a Z0

boson with G/M of 1%, (upper right) a Z0 boson with G/M of 10%, (lower left) a Z0 boson with
G/M of 30% and (lower right) a KK excitation of a gluon in the RS model. The corresponding
theoretical prediction as a function of the resonance mass is shown as a dot-dashed curve.

8 Summary

A model-independent search for the production of heavy spin-1 or spin-2 resonances decaying
into tt final states has been conducted. The data correspond to an integrated luminosity of
2.6 fb�1 collected with the CMS detector in proton-proton collisions at

p
s = 13 TeV at the LHC.

The analysis is designed to have high sensitivity at resonance masses above 1 TeV, where final-
state decay products become collimated because of the large Lorentz boosts of the top quarks.
The analysis method provides an in-situ measurement of the data-to-simulation scale factor
for the t tagging efficiency and the normalization of the main backgrounds. No evidence for
massive resonances that decay to tt is found. Limits at 95% CL are set on the production cross
section of new spin-1 particles decaying to tt with relative decay widths that are either narrow
or wide compared with the detector resolution.

In addition, limits are set on the production of particles in benchmark models beyond the stan-

Boosted Top Quarks
·Top-quarks as a search tool  
·High mass particles decaying to high 

momentum top quarks 

·Example: Z’ → tt resonance 
·Good understanding of mtt required
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Figure 5: Distributions in Mtt for data and expected background, for events passing the signal
selection of the fully hadronic analysis after the maximum likelihood fit. Distributions are
shown for the regions with |Dy| < 1.0 (left) and |Dy| > 1.0 (right), for 0, 1, or 2 subjet b
tags (from uppermost to lowest). The signal templates are normalized to a cross section of
1 pb. The uncertainties associated with the background expectation include the statistical and
all post-fit systematic uncertainties. The lower panel in each figure shows the ratio of data to
predicted SM background, with the statistical (light gray) and total (dark gray) uncertainties
shown separately.
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·Use inclusive and differential cross section 
measurements to constrain pole mass  
·theoretically well defined 
·current analyses: fixed αS and PDF 

·Latest results: 
·D0: Fit to mtt and pt(top) spectra 
·ATLAS: Fit of mass to eight lepton distributions

21

σtt: Mass from Cross Sections

 [GeV]pole
tm

170 175 180

)t(tσD0 inclusive  3.3 GeV±172.8 

)t(tσATLAS inclusive  2.6 GeV±172.9 

)t(tσCMS inclusive  1.8 GeV±173.8 

tt
, mt

T
D0 differential p  2.5 GeV±169.1 

+1j)t(tσATLAS differential  2.2 GeV±173.7 

ATLAS leptonic (8 dist.)  1.6 GeV±173.2 

pole
tm

Stat. Uncertainty
Full Uncertainty

ATLAS
Preliminary

Figure 21: Result of the top quark pole mass determination from the combined fit to eight leptonic distributions
(shown by the red point and grey band), compared to other determinations from inclusive and di↵erential cross-
section measurements in tt̄ events [13, 15, 40–42]. The statistical uncertainties are shown separately by the thick
error bars where available.

results, all of which have larger uncertainties. It is also in agreement with the Tevatron and LHC average
measurement of 173.34 ± 0.76 GeV from reconstruction of the top quark decay products [117], as well
as with more precise recent results using similar techniques [35, 36, 124]. However, the precision of the
present pole mass result is not su�cient to probe potential di↵erences between it and the other techniques
at the 1 GeV level.

The theoretical uncertainty of 1.2 GeV on the final result using fixed-order predictions is significantly
smaller than the uncertainties due to tt̄ modelling and potential NNLO e↵ects in the top quark pT spec-
trum for the fits based on Powheg+Pythia6 templates. In the fixed-order approach, the potential missing
NNLO corrections are absorbed into the variations of the QCD scales µF and µR, which are signific-
antly constrained by the fit to the complete set of distributions, including those with little sensitivity to
mt. However, there remains a significant uncertainty of about 1 GeV due to the choice of the functional
form of the QCD scales, limiting the gain from the combined fit. This approach would therefore benefit
significantly from the availability of fixed-order calculations including NNLO e↵ects in the top quark
production and decay [125], which should reduce the uncertainties due to scale choices. O↵-shell and
interference e↵ects in the pp ! WWbb̄ ! eµ⌫⌫̄bb̄ + X process (including both tt̄ and single top Wt
contributions) [126–132], as well as NLO electroweak corrections [133, 134], were not considered in this
analysis. They are expected to be small compared to the theoretical uncertainties of the current result, but
likely cannot be neglected in a determination of mt based on NNLO QCD predictions. These theoretical
advances would allow the power of the full set of distributions to be utilised more e↵ectively, especially
in view of the likely reduction in the experimental statistical and systematic uncertainties from the larger
tt̄ samples now becoming available from LHC running at

p
s = 13 TeV.

56

Theoretical uncertaintiesTheoretical uncertainties
 Shows selected set

of predictions and D0
data
 Sensitive in ttbar

mass threshold
region and 1st to 4th 
bin of pT(t/tbar)

11Determination of the pole mass at D0A. Jung

D0 6473

Mass by cross section shape: lepton kinematics

• Dilepton 𝑒𝜇 channel
• Kinematic distribution of leptons

– 8 distributions: 𝑝𝑇 𝑒 or 𝜇 , 𝜂 , dilepton 𝑝𝑇
𝑒𝜇,

𝑚𝑒𝜇, 𝑦𝑒𝜇 , Δ𝜙𝑒𝜇, 𝑝𝑇𝑒 + 𝑝𝑇
𝜇, 𝐸𝑒 + 𝐸𝜇

• Insensitive to detail of modelling 
the hadronic part of the decay

• 𝑚𝑡 = 173.2 ± 0.9 𝑠𝑡𝑎𝑡. ± 0.8 𝑒𝑥𝑝. ± 1.2 𝑡ℎ𝑒𝑜.

– dominated by 𝝁𝑹, 𝝁𝑭 uncertainties 
16
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Figure 18: Relative total uncertainties of the gluon distribution at µ2
f = 30 000 GeV2, shown

by shaded (or hatched) bands, as obtained in the PDF fit using the DIS and W± boson charge
asymmetry data only, as well as single- and double-differential tt cross sections.

data collected with the CMS detector at the LHC, corresponding to an integrated luminosity
of 19.7 fb�1. The normalized tt cross section is measured in the full phase space as a function
of different pairs of kinematic variables describing the top quark or tt system. None of the
tested MC models is able to correctly describe all the double-differential distributions. The
data exhibit a softer transverse momentum pT(t) distribution, compared to the Monte Carlo
predictions, as was reported in previous single-differential tt cross section measurements. The
double-differential studies reveal a broader distribution of rapidity y(t) at high tt invariant
mass M(tt) and a larger pseudorapidity separation Dh(t, t) at moderate M(tt) in data compared
to simulation. The data are in reasonable agreement with next-to-leading-order predictions of
quantum chromodynamics using recent sets of parton distribution functions (PDFs).

The measured double-differential cross sections have been incorporated into a PDF fit, together
with other data from HERA and the LHC. Including the tt data, one observes a significant
reduction in the uncertainties in the gluon distribution at large values of parton momentum
fraction x, in particular when using the double-differential tt cross section as a function of y(tt)
and M(tt). The constraints provided by these data are competitive with those from inclusive jet
data. This improvement exceeds that from using single-differential tt cross section data, thus
strongly suggesting the use of the double-differential tt measurements in PDF fits.
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Figure 9: Comparison of the measured normalized tt double-differential cross section as a func-
tion of |y(t)| in different M(tt) ranges to NLO O(a3

s ) predictions. Details can be found in the
caption of Fig. 8. Approximate NNLO O(a4

s ) predictions are not available for this cross section.
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·Alternatively determine αS or PDF 

·Double-differential tt measurements         
provide improved sensitivity for PDF 
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Run-II: Aim to constrain αS, m(top) and PDF simultaneously
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Figure 4: Unfolded jet multiplicity distribution for di↵erent pT thresholds of the additional jets, for (a) additional
jet pT> 25 GeV, (b) additional jet pT> 40 GeV, (c) additional jet pT> 60 GeV, and (d) additional jet pT> 80 GeV.
Comparison to di↵erent MC predictions is shown for these distribution in first panel. The middle and bottom panels
show the ratios of di↵erent MC predictions of the normalised cross-section to the measurement and the ratios of
Powheg+Pythia6 predictions with variation of the QCD radiation to the measurement, respectively. The shaded
regions show the statistical uncertainty (dark grey) and total uncertainty (light grey).
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Substantial tuning efforts to achieve optimal description of the data by MC

_
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 t t+jj/bb production at s=13 TeV
q&

q&

 t t+bb  t t+jj  t t+bb/t t+jj

!!
σ (tt +bb)
σ (tt + jj) =0.022±0.007 pb

•  Important&experimental&input&for&PS&models&
•  Very&important&for&DH(H!bb)&&&
•  Dileptons+&four&jets,&up&to&four&b/jets&

&!&study&btagging&discriminator&

#  Largest&uncertain>es:&
•  Btag&efficiency&modeling&
•  Jet&energy&scale&
•  Lepton&efficiency&
•  MC&generator&choice&

  Δσ ∼16%  Δσ ∼ 37%

·tt+j is dominant background in many search analyses 
·New era of MC generators for Run-II (NLO ME+PS): 
·Powheg v2, aMC@NLO, Sherpa, …  
·PYTHIA8 and HERWIG++/7

PS dominated

PS dominated

new tune

arXiv:1610.09978

b

b

W

W

http://cms-results.web.cern.ch/cms-results/public-results/preliminary-results/CMS/index.html
https://arxiv.org/abs/1610.09978
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8 6 Estimation of systematic uncertainties
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Figure 3: Distribution of b jet multiplicity after the four-jet requirement, but without the b
tagging requirement, for the e±e⌥ (upper left), e±µ⌥ (upper right), and µ±µ⌥ (lower left) final
states and the sum of the three final states (lower right). The points show the data and the
stacked histograms are from simulated events, normalized by the results of the fit. The ratio
of the number of data events to the expected number, as given by the stacked histograms, is
shown in the lower panels. The hatched region indicates the modelling uncertainty in the MC
simulation.

arXiv:1705.10141

CMS: σttbb/σttjj = 0.022±0.003stat±0.006syst

·Analysis:  
·3 or 4 b-jets, fit to b-tag discriminator in categories of jets and b-jets 

·CMS (13 TeV): 
·2ℓ, pt(jet)>20 GeV - low, but currently also used for ttH analysis 

·ATLAS (8 TeV): 
·1ℓ and 2ℓ, pt(jet)>25 GeV 

Eur. Phys. J. C (2016) 76 :11 Page 21 of 37 11

Table 16 Observed and predicted cross-sections for the three fiducial
phase-space regions. The measurements are shown with the contribu-
tions from t t̄V and t t̄ H removed to allow direct comparison to the pre-
dictions containing only the pure QCD matrix elements. Results for the
Rttbb ratio measurement from the ttbb fit-based method are also shown.
The measurement uncertainties are separated into statistical (first) and

systematic (second) uncertainties. The uncertainties on the theoretical
predictions are obtained by simultaneously varying the renormalisation
and factorisation scales by a factor of two up or down. These varia-
tions have not been calculated for the LO Pythia 8 samples or for the
Powheg+Pythia 6 sample

ttbb ttb Lepton-plus- ttb eµ Rttbb
[fb] jets [fb] [fb] (%)

Observed (cut-based) 18.2 ±3.5 ±5.7 930 ±70 +240
−190 48 ±10 +15

−10 1.20 ±0.33 ±0.28
(fit-based) 12.4 ±3.3 ±3.6

Madgraph5_aMC@NLO (µBDDP) 18.2+6.7
−5.6 870+320

−270 49+18
−15 –

Madgraph5_aMC@NLO (µHT/4) 12.3+4.4
−3.6 520+170

−150 30+10
−9 –

Powhel 9.1+4.5
−1.9 430+250

−150 27+15
−8 –

Madgraph5+Pythia 6 13.3+3.8
−3.3 790+270

−170 43+13
−8 1.29+0.15

−0.13

Pythia 8 (wgtq = 3) 30.1 1600 88 2.50

Pythia 8 (wgtq = 5) 12.8 740 42 1.10

Pythia 8 (wgtq = 6, sgtq = 0.25) 16.1 930 53 1.37

Powheg+Pythia 6 (hdamp=mtop) 11.2 690 37 1.16
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fidσ
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Fig. 8 Comparison of the measured cross-sections in the three fidu-
cial phase-space regions with theoretical predictions obtained from a
variety of different generators. The measurements are shown with the
contributions from t t̄V and t t̄ H removed to allow direct comparison
to the predictions containing only the pure QCD matrix elements. The

coloured bands indicate the statistical and total uncertainties of the
measurements. The errors on the theoretical prediction are obtained by
simultaneously varying the renormalisation and factorisation scales by
a factor of two. These variations have not been calculated for the LO
Pythia 8 samples or for the Powheg+Pythia 6 sample

9 Conclusions

Measurements in the fiducial phase space of the detector of
the cross-sections for the production of t t̄ events with one or
two additional b-jets are performed in proton–proton colli-
sions at a centre-of-mass energy of 8 TeV at the LHC. The
results are based on a dataset corresponding to an integrated
luminosity of 20.3 fb−1, collected with the ATLAS detector.
The cross-section times branching ratio for top pair events
with at least one additional b-jet is measured to be 950 ±
70 (stat.) +240

−190 (syst.) fb in the lepton-plus-jets channel and

50 ± 10 (stat.) +15
−10 (syst.) fb in the eµ channel. The cross-

section times branching ratio with at least two additional b-
jets is measured to be 19.3 ± 3.5 (stat.) ± 5.7 (syst.) fb in the
dilepton channel (eµ,µµ, andee) using a method based on
tight selection criteria, and 13.5 ± 3.3 (stat.) ± 3.6 (syst.) fb
using a looser selection which allows extraction of the back-
ground normalisation from data. A measurement of the ratio
of t t̄ production with two additional b-jets to t t̄ production
with any two additional jets is also performed; this ratio is
found to be 1.30 ± 0.33 (stat.) ± 0.28 (syst.)%. The mea-
surements are found to agree within their uncertainties with

123

arXiv:1508.06868

·tt+b is dominant background esp. to ttH with H → bb 
·Precise calculations are a challenge for theory

b

b

W

W

Powheg: σttbb/σttjj = 0.012±0.001stat

Data becoming more precise than current predictions

https://arxiv.org/abs/1705.10141
https://arxiv.org/abs/1508.06868
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Figure 4: Expected background yields and observed data events in various signal regions. Uncertainties include
both the statistical and systematic errors added in quadrature. The bottom panel displays the ratio of data to the
total background prediction (‘Bkg’).

which is anti-correlated with the uncertainty on the fake-electron background. The magnitude of the total
uncertainty is ⇡25%, with small variations between the di↵erent validation and signal regions due to
dependence on the event characteristics, as presented in tables 2 and 7. The expected yield of fake/non-
prompt leptons is subject to uncertainties in the real and fake/non-prompt lepton e�ciencies that arise
from i) variations in the values of r and f when di↵erent control regions are used to measure them, ii)
the finite statistics in the control regions used to measure r and f , and iii) the MC model used to subtract
the real lepton contribution from the fake/non-prompt lepton control region. When assessing e↵ect i,
the following alternative control regions are used: for electrons, the alternative fake/non-prompt control
region requires one loose electron and Emiss

T < 20 GeV, while for muons, the alternative control region
requires one loose muon, mT(W ) < 20 GeV and Emiss

T + mT(W ) < 60 GeV. In both cases the expected
contribution from real leptons in the control region is subtracted using simulation. The alternative control
regions for r are formed by increasing the requirement on Emiss

T from > 150 GeV to > 175 GeV for
electrons and by increasing the requirement on mT(W ) from > 100 GeV to > 110 GeV for muons. E↵ects
i)–iii) sum to an overall systematic uncertainty of 54% for the set of events with at least one b-tagged
jet and HT > 400 GeV. This uncertainty is applied to the fake/non-prompt background in all eight of the
signal regions.
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tt+tt

·Signature: many ℓ, many jets                          
(including 4 b-jets), HT, missing ET 

·Several analyses: Fit in categories, in-situ 
constraint of dominant bg (e.g. tt+W or Z)
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2 1 Introduction
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Figure 1: Event diagrams for the new-physics scenarios considered in this study: the (upper
left) T1bbbb, (upper right) T1tttt, (lower left) T1qqqq, and (lower right) T5qqqqVV simplified
models. For the T5qqqqVV model, the quark q and antiquark q do not have the same flavor if
the gluino eg decays as eg ! qqec±

1 , with ec±
1 a chargino.

and to either the next-to-lightest neutralino ec0
2 or the lightest chargino ec±

1 . The probability for
the decay to proceed via the ec0

2, ec+
1 , or ec�

1 , integrated over the event sample, is 1/3 for each
possibility. The ec0

2 (ec±
1 ) subsequently decays to the ec0

1 LSP and to a on- or off-shell Z (W±)
boson. We refer to the four simplified models as the T1bbbb, T1tttt, T1qqqq, and T5qqqqVV
scenarios, respectively [21]. Thus the first two scenarios explicitly presume either bottom or top
squark production. The latter two scenarios represent more inclusive situations and provide
complementary sensitivity to top squark production for large values of Njet. We assume all
SUSY particles other than the gluino, the LSP, and — for the T5qqqqVV models — the ec0

2 and
ec±

1 , to be too heavy to be directly produced, and the gluino to be short-lived.

The principal sources of background arise from the SM production of top quarks, a W or Z
boson in association with jets (W+jets or Z+jets events), and multiple jets through the strong
interaction. We refer to the latter class of background as quantum chromodynamics (QCD)
multijet events. The events with top quarks mostly arise from top quark-antiquark (tt) produc-
tion, but also from single top quark processes. The W and Z bosons in W+jets and Z+jets events
can be either on- or off-shell. For top quark and W+jets events, significant Hmiss

T can arise if a
W boson decays leptonically, producing a neutrino and an undetected charged lepton, while
Z+jets events can exhibit significant Hmiss

T if the Z boson decays to two neutrinos. For QCD
multijet events, significant Hmiss

T can arise if the event contains a charm or bottom quark that
undergoes a semileptonic decay, but the principal source of Hmiss

T is the mismeasurement of
jet pT.

This study combines and extends search strategies developed for the analysis of CMS data
collected at

p
s = 8 TeV, specifically the study of Ref. [22], which examined data in bins of Nb-jet

but not Njet and proved to be sensitive to the T1bbbb scenario, and the study of Ref. [23], which
examined data in bins of Njet but not Nb-jet and proved to be sensitive to the T1tttt, T1qqqq, and
T5qqqqVV scenarios. Here, the two approaches are combined in a unified framework to yield
a more comprehensive and inclusive study with improved sensitivity.

ATLAS-CONF-2016-032

_ _

Dataset Analysis Limit (95 CL) 
obs (exp.) Reference

3.2 fb-1 1ℓ 
fit in categories 6.5(9.1) × σSM

ATLAS-
CONF-2016-020

3.2 fb-1 ℓℓ (same sign) 
fit in categories 4.6(3) × σSM

ATLAS-
CONF-2016-032

2.6 fb-1 1+2ℓ comb. 
BDT     8(8) × σSM

CMS arXiv:
1702.06164

36 fb-1 2ℓ 
fit in categories 4.6(2.9) × σSM

CMS arXiv:
1704.07323 

Limits from 4-top searches at 13 TeV:

Upper limits approaching SM cross section expectation
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σ (tt + jj) =0.022±0.007 pb

•  Important&experimental&input&for&PS&models&
•  Very&important&for&DH(H!bb)&&&
•  Dileptons+&four&jets,&up&to&four&b/jets&

&!&study&btagging&discriminator&

#  Largest&uncertain>es:&
•  Btag&efficiency&modeling&
•  Jet&energy&scale&
•  Lepton&efficiency&
•  MC&generator&choice&

  Δσ ∼16%  Δσ ∼ 37%

t
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W

W
·tttt cross section very small (SM: ~9 fb) 
·Expect enhancement from new physics, e.g.: 

https://twiki.cern.ch/twiki/bin/view/AtlasPublic/CONFnotes
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20 7 Effective field theory interpretation

Channel Expected significance Observed significance
2`ss analysis ttW� 2.4 2.3
2`ss analysis ttW+ 4.3 5.9
2`ss analysis (ttW) 4.6 5.5

3` analysis (ttZ) 8.4 8.7
4` analysis (ttZ) 4.8 4.6

3` and 4` combined (ttZ) 9.5 9.9

Table 11: Summary of expected and observed significance for ttW in the same-sign 2-lepton
channel and for ttZ in the 3-lepton, 4-lepton channels and in the two channels combined.
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Figure 13: The result of the two-dimensional best fit for ttW and ttZ cross sections (cross sym-
bol) is shown along with its 68 and 95% confidence level contours. The result of this fit is su-
perimposed with the separate ttW and ttZ cross section measurements, and the corresponding
1 s bands, obtained from the dilepton, and the three-lepton/four-lepton channels, respectively.
The figure also shows the predictions from theory and the corresponding uncertainties.

The effective Lagrangian is:

Leff = LSM +
1
L Â

i
ciOi +

1
L2 Â

j
cjOj + · · · (4)

where LSM is the dimension-four SM Lagrangian, Oi are dimension-five operators, Oj are
dimension-six operators, etc. The Wilson coefficients ci and cj parameterize the strength of
the NP interaction.

Because dimension-five operators violate lepton number conservation [37], we do not consider
them in our investigation. Assuming baryon and lepton number conservation, there are fifty-
nine independent dimension-six operators [38]. Thirty-nine of these operators include at least
one Higgs field, or may be important for Higgs physics because they modify the gauge boson
self-interactions [39]. Constraints on some dimension-six operators have been reported in [5,
40–46].

To investigate the effects of NP on a given process, it is necessary to calculate the expected cross
section as a function of the Wilson coefficients. The matrix element can be written as the sum
of an SM and NP components:

tt+Z and tt+W

26
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·CMS (full 2016, 36 fb-1): 
·Leptons and b-jets, overlap with ttH (H→ multi-ℓ) 
·Fit to jet and b-jet categories (ttZ), BDT (ttW) 
·Significance obs(exp.): ttW: 4.6σ(5.5σ), ttZ: 9.5σ(9.9σ) 

·ATLAS (2015, 3.2 fb-1): 
·Significance obs(exp.): ttW: 2.2σ(1.0σ), ttZ: 3.9σ(3.4σ)

_
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Figure 10: Post-fit predicted and observed yields in each analysis bin in the same-sign dilepton
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Figure 11: Post-fit predicted and observed yields in Njets = 2, 3 and �4 categories in the three-
lepton analyses. The hatched band shows the total uncertainty associated to signal and back-
ground predictions.

2 leptons `±`±, BDT < 0
Process Njets = 2 Njets = 3 Njets � 4

nonprompt 136.52 ± 13.94 110.32 ± 11.33 57.30 ± 6.07
Total background 193.62 ± 15.34 140.70 ± 11.74 78.00 ± 6.48

ttW 13.11 ± 1.34 17.55 ± 1.78 13.80 ± 1.42
Total 206.74 ± 15.40 158.26 ± 11.87 91.80 ± 6.63

Observed 229 144 92

Table 2: Post-fit predicted and observed yields in same-sign dilepton final state for BDT < 0
region, i.e. nonprompt control region. The uncertainty represents the total post-fit uncertainty.

The measured signal strength parameter is found to be 1.28 +0.19
�0.18(stat.) +0.20

�0.18(sys.) +0.13
�0.12(theo.)

for ttW and 1.18 +0.11
�0.10(stat.) +0.14

�0.12(sys) +0.11
�0.12(theo.) for ttZ. This value is multiplied by the corre-
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Effective Field Theory Interpretation

·EFT Lagrangian:  
·Expansion by inverse energy scale 1/Λ  
·59 (B and L-conserving) dim-6 operators 
·Model-independent search for new phenomena 

·First approach:  
·Only consider those operators with impact on ttW, ttZ and ttH, 

not those for tt, WW, ZZ, WZ 
·One coefficient cj at a time  
·Determine best cj from simultaneous fit to signal strengths for 

ttZ and ttW, i.e. possible effects on acceptance/kinematics are 
not corrected for

27

20 7 Effective field theory interpretation

Channel Expected significance Observed significance
2`ss analysis ttW� 2.4 2.3
2`ss analysis ttW+ 4.3 5.9
2`ss analysis (ttW) 4.6 5.5

3` analysis (ttZ) 8.4 8.7
4` analysis (ttZ) 4.8 4.6

3` and 4` combined (ttZ) 9.5 9.9

Table 11: Summary of expected and observed significance for ttW in the same-sign 2-lepton
channel and for ttZ in the 3-lepton, 4-lepton channels and in the two channels combined.
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Figure 13: The result of the two-dimensional best fit for ttW and ttZ cross sections (cross sym-
bol) is shown along with its 68 and 95% confidence level contours. The result of this fit is su-
perimposed with the separate ttW and ttZ cross section measurements, and the corresponding
1 s bands, obtained from the dilepton, and the three-lepton/four-lepton channels, respectively.
The figure also shows the predictions from theory and the corresponding uncertainties.

The effective Lagrangian is:

Leff = LSM +
1
L Â

i
ciOi +

1
L2 Â

j
cjOj + · · · (4)

where LSM is the dimension-four SM Lagrangian, Oi are dimension-five operators, Oj are
dimension-six operators, etc. The Wilson coefficients ci and cj parameterize the strength of
the NP interaction.

Because dimension-five operators violate lepton number conservation [37], we do not consider
them in our investigation. Assuming baryon and lepton number conservation, there are fifty-
nine independent dimension-six operators [38]. Thirty-nine of these operators include at least
one Higgs field, or may be important for Higgs physics because they modify the gauge boson
self-interactions [39]. Constraints on some dimension-six operators have been reported in [5,
40–46].

To investigate the effects of NP on a given process, it is necessary to calculate the expected cross
section as a function of the Wilson coefficients. The matrix element can be written as the sum
of an SM and NP components:

22 7 Effective field theory interpretation

Fig. 16 and summarized in Table 13. We removed any assumptions about the energy scale of
the NP made in [39] and report the ratio cj/L2. Due to the quadratic dependency of the cross
section on Wilson coefficients (see Eq. 7), except where sSM+NP(cj) is minimized, there will
always be two values of cj corresponding to the same cross section. This can result in multiple
minima in the profile likelihood scans, as seen in Fig. 16. When the Wilson coefficient affects
more than one process, and the minima in the corresponding sSM+NP(cj) do not coincide, the
symmetry is broken and there should be one optimal best fit value. For c̄u and c̄uB, there was
no significant difference between the two best fit values, so we show the degeneracy explicitly
by transforming such that the axis of symmetry is at the origin.

In Fig. 17, results are shown in the sttZ versus sttW plane. The 1s (2s) contours are obtained by
sampling randomly from the post-fit covariance matrix and finding the contour which encloses
68.27% (95.45%) of the samples. The operators proportional to c̄u, c̄uB, and c̄Hu all affect ttZ and
the fit is able to scale ttZ to match the observed excess in data. The c̄u coefficient does not affect
ttZ or ttW, but the fit can scale ttH to accomodate the ttW excess. The only coefficient which
affects ttW is c̄uW , but it also affects ttH. In this case both ttH and ttW are scaled.
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Figure 14: Leading order Feynman diagrams involving NP vertices due to the operator which
is proportional to c̄uB, c̄uW , and c̄Hu (left), and c̄u (right).

Wilson coefficient 1s CL [TeV�2] 2s CL [TeV�2]
|c̄uB/L2| [0.0, 1.5] [0.0, 2.1]
|c̄u/L2 + 10.9 TeV�2| [2.3, 15.2] [0.0, 18.6]
c̄uW/L2 [-1.6, 1.5] [-2.2, 2.1]
c̄Hu/L2 [-9.1, -6.5] and [-1.6, 1.1] [-10.1, 2.0]

Table 12: Expected 1s and 2s CL for this ttW and ttZ measurement, for selected Wilson coeffi-
cients.

Wilson coefficient Best fit [TeV�2] 1s CL [TeV�2] 2s CL [TeV�2]
|c̄uB/L2| 1.6 [0.0, 2.3] [0.0, 2.8]
|c̄u/L2 + 10.9 TeV�2| 11.1 [2.7, 15.6] [0.0, 19.1]
c̄uW/L2 1.8 [-2.4, -0.8] and [0.7, 2.4] [-3.0, 2.9]
c̄Hu/L2 -9.4 [-10.3, -8.1] and [0.1, 2.1] [-11.2, -6.6] and [-1.5, 3.0]

Table 13: Observed best-fit values determined from this ttW and ttZ measurement, along with
corresponding 1s and 2s CL intervals for selected Wilson coefficients.

observed values are very similar to SM-expected
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CMS-PAS-TOP-17-005
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Figure 17: The ttZ and ttW cross section corresponding to the best-fit value of c̄uW (top left), c̄u
(top right), c̄uB (bottom left), and c̄Hu (bottom right) is shown as a star, along with the corre-
sponding 1s (red) and 2s (blue) contours. The two-dimensional best fit to the ttW and ttZ cross
sections is shown as a cross symbol. Predictions from theory at NLO (dotted lines) and their
uncertanties (hatches) are also shown.
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6 5 Determination of the top quark mass
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Figure 3: Reconstructed µnb invariant mass distribution for data (points with error bars) and
Monte Carlo events (stacked histograms). Left: initial selection; right: final selection after the
charge and light-quark jet pseudorapidity requirements. The ratio of the observed number of
events in data to the number predicted by simulation is shown in the lower plots. The hatched
area represents the uncertainty on the Monte Carlo predictions associated to the finite size of
the samples and their normalization, and the integrated luminosity.
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Figure 4: Reconstructed µnb invariant mass from Monte Carlo simulated events for single top
quark t channel (left) and tt (right). The continuous lines show the results of fits to Crystal Ball
shapes.

obtained from the simulated samples before the final selection are shown in Fig. 4. The differ-
ence between the values of the µ parameter of the Crystal Ball function obtained from the fits
is mt(t channel)� mt(tt) = 0.30 ± 0.17 GeV, where the uncertainty is the statistical uncertainty
from the fit.

The remaining single top quark components (s-channel and tW production) account for only
about 3.5% of the final sample and their contribution is absorbed in the tt component, since
their distributions exhibit broader peaks with respect to the t channel.

The parameter µ of the Crystal Ball function describing the single top quark t-channel compo-
nent is used to estimate the top quark mass. The mass is obtained by shifting the value of µ

Single-Top Production
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Single top production 

22/08/2012 Frank-Peter Schilling  -  Top Physics at LHC 21 

Kidonakis, NLO+NNLL: 
t-channel: PRD 83 (2011) 091503 
s-channel: PRD 81 (2010) 054028 
tW-channel: PRD 82 (2010) 054018 

• EWK production of top quarks: test Wtb vertex, measurement of |Vtb| 
• Sensitive to b-PDF, R(t/tbar) sensitive to u/d-PDF 
• Searches for NP at Wtb vertex, 4th gen, H+, W’, FCNC 

 t-channel  s-channel tW-channel 
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      (associated production) 

D0 and CDF combined

complex multivariate analysis simple kinematic analysis

·Test of EW interactions 
·Sensitivity to b-PDF and u/d-PDF  
·Vtb / 4th generation / FCNC 

Single-top cross sections at Run-II are as large as the tt cross section at Run-I
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FIG. 1: Distribution of the mean discriminants for bins
with similar ratios of (s-channel−t-channel) signals divided by
background yields. The data, predicted SM s- and t-channel
yields, and expected background are displayed. The total
expected background (black solid line) is shown with its un-
certainty (gray shaded band). A nonlinear scale is used on
the abscissa to better display the range of the discriminant
output values.

uncertainty in the individual cross sections are derived
through the 1D posterior probability functions obtained
by integrating the 2D posterior probability over the other
variable. The most probable value of σt is 2.25+0.29

−0.31 pb.
The measurement of σs+t is performed without making
assumptions on the ratio of σs/σt by forming a 2D poste-
rior probability density distribution of σs+t versus σt and
then integrating over all possible values of σt to extract
the 1D estimate of σs+t. The combined cross section is
σs+t = 3.30+0.52

−0.40 pb. The total expected uncertainty on
σs+t is 13%, the expected uncertainty without consid-
ering systematic uncertainties is 8%, and the expected
systematic uncertainty is 10%. The systematic uncer-
tainty from the limited precision of top-quark mass mea-
surements is negligible [17, 22]. Figure 2 also shows the
expectation from several beyond the SM (BSM) models.
Figure 3 shows the individual [21, 22] and combined (this
Letter) measurements of the t- and (s + t)-channel cross
sections including previous measurements of the individ-
ual [22, 24] and combined [26] s-channel cross sections.
All measurements are consistent with SM predictions.

The SM single-top-quark production cross section is
directly sensitive to the square of the CKM matrix ele-
ment Vtb [9, 12], thus providing a measurement of |Vtb|
without any assumption on the number of quark families
or the unitarity of the CKM matrix [38]. We extract |Vtb|
assuming that top quarks decay exclusively to Wb final
states.

We start with the multivariate discriminants for the
s and t channels for each experiment and form a
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FIG. 2: Two-dimensional posterior probability as a function
of σt and σs with one s. d. (68% C.L.), two s.d. (95%
C.L.), and three s. d. (99.7% C.L.) probability contours
for the combination of the CDF and D0 analysis channels
compared with the NLO+NNLL theoretical prediction of the
SM [9, 12]. Several BSM predictions are shown, a model
with four quark families with top-to-strange quark coupling
|Vts| = 0.2 [5], a top-flavor model with new heavy bosons with
mass mx = 1 TeV [6], a model of charged top pions with mass
mπ± = 250 GeV [6], and a model with flavor-changing neu-
tral currents with a 0.036 coupling κu/Λ between up quark,
top quark, and gluon [6, 54].

Bayesian posterior probability density for |Vtb|2 assum-
ing a uniform-prior probability distribution in the region
[0,∞] corresponding to a uniform prior density of the
signal cross section. Additionally, the uncertainties on
the SM predictions for the s- and t-channel cross sec-
tions [9, 12] are considered. The resulting posterior prob-
ability distribution for |Vtb|2 is presented in Fig. 4. We
obtain |Vtb| = 1.02+0.06

−0.05. If we restrict the prior to the
SM region [0,1], we extract a limit of |Vtb| > 0.92 at the
95% C.L.

In summary, using pp̄ collision samples corresponding
to an integrated luminosity of up to 9.7 fb−1 per experi-
ment, we report the final combination of single-top-quark
production cross sections from CDF and D0 measure-
ments assuming mt = 172.5 GeV. The cross section for
t-channel production is found to be

σt = 2.25+0.29
−0.31 pb.

Without assuming the SM value for the relative s- and
t-channel contributions, the total single-top-quark pro-
duction cross section is

σs+t = 3.30+0.52
−0.40 pb.

       LHC Run-I                arXiv:1503.05027

https://arxiv.org/abs/1503.05027
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Single-Top Quark Cross Sections
Single top production 

22/08/2012 Frank-Peter Schilling  -  Top Physics at LHC 21 

Kidonakis, NLO+NNLL: 
t-channel: PRD 83 (2011) 091503 
s-channel: PRD 81 (2010) 054028 
tW-channel: PRD 82 (2010) 054018 

• EWK production of top quarks: test Wtb vertex, measurement of |Vtb| 
• Sensitive to b-PDF, R(t/tbar) sensitive to u/d-PDF 
• Searches for NP at Wtb vertex, 4th gen, H+, W’, FCNC 
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CMS t-channel
arXiv:1610.00678
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ATLAS Wt
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CMS Wt
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LHC combination, Wt
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scale uncertainty

091503, (2011) 83 PRDNNLL  + NLO
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 contribution removedtWt: t
 uncertaintysα ⊕ PDF ⊕scale 

74 (2015) 10, CPC191 (2010) NPPS205NLO 
,top= m
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µ= 

R
µ

CT10nlo, MSTW2008nlo, NNPDF2.3nlo
VeG 60 =  removalt veto for tb
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Wt: p
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F
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scale uncertainty

 uncertaintysα ⊕ PDF ⊕scale 
VeG = 172.5topm

stat  total
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Single-top cross sections at Run-II are as large as the tt cross section at Run-I

https://twiki.cern.ch/twiki/bin/view/LHCPhysics/LHCTopWG
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8 6 Systematic uncertainties
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Figure 3: Neural network distributions for all (left), positively (middle), and negatively (right)
charged muons normalized to the yields obtained from the simultaneous fit in the 2-jets–1-tag
(upper), 3-jets–1-tag (middle), and 3-jets–2-tags region (lower). The ratio between data and
simulated distributions after the fit is shown at the bottom of each figure. The hatched areas
indicate the post-fit uncertainties.

uncertainties. Several of the former category of uncertainties are considered as nuisance pa-
rameters in the fit to the MVA discriminator distribution and are thus included in the total
uncertainty of the fit. To determine the impact of the sources of the remaining uncertainties,
pseudo-experiments are performed. Pseudo-data are drawn from the nominal samples. Fits to
the discriminator distributions are performed with templates, including the variations in the
shapes that correspond to systematic variations of one standard deviation. The difference be-
tween the mean values of the results from these fits, and from fits using the nominal shapes
as fit templates, is taken as an estimation for the corresponding uncertainty. The contribu-
tions from different sources are summed together with the method in Ref. [45]: the asymmetric
components of each uncertainty are treated as the standard deviations of two halved Gaus-
sian functions, and thus the convolution of the resulting distributions for all uncertainties is
performed by making use of Thiéle’s semi-invariants.

Experimental uncertainties — included in the fit

8 6 Systematic uncertainties
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Figure 3: Neural network distributions for all (left), positively (middle), and negatively (right)
charged muons normalized to the yields obtained from the simultaneous fit in the 2-jets–1-tag
(upper), 3-jets–1-tag (middle), and 3-jets–2-tags region (lower). The ratio between data and
simulated distributions after the fit is shown at the bottom of each figure. The hatched areas
indicate the post-fit uncertainties.

uncertainties. Several of the former category of uncertainties are considered as nuisance pa-
rameters in the fit to the MVA discriminator distribution and are thus included in the total
uncertainty of the fit. To determine the impact of the sources of the remaining uncertainties,
pseudo-experiments are performed. Pseudo-data are drawn from the nominal samples. Fits to
the discriminator distributions are performed with templates, including the variations in the
shapes that correspond to systematic variations of one standard deviation. The difference be-
tween the mean values of the results from these fits, and from fits using the nominal shapes
as fit templates, is taken as an estimation for the corresponding uncertainty. The contribu-
tions from different sources are summed together with the method in Ref. [45]: the asymmetric
components of each uncertainty are treated as the standard deviations of two halved Gaus-
sian functions, and thus the convolution of the resulting distributions for all uncertainties is
performed by making use of Thiéle’s semi-invariants.

Experimental uncertainties — included in the fit
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Single top production t-channel by charge 

•  Single top and single anti-top 
production ratio reflect 
quark content of proton 
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9 Cross-section measurement

After performing the binned maximum-likelihood fit to the NN discriminant distribution and estimat-
ing the total uncertainty, the inclusive cross-sections of top-quark and top-antiquark production in the
t-channel are measured to be:

�(tq) = 156 ± 5 (stat.) ± 27 (syst.) ± 3 (lumi.) pb
�(t̄q) = 91 ± 4 (stat.) ± 18 (syst.) ± 2 (lumi.) pb

Rt = 1.72 ± 0.09 (stat.) ± 0.18(syst.),

assuming a top-quark mass of mtop = 172.5 GeV. Figure 6 compares the measured value of Rt to NLO pre-
dictions [7] obtained with Hathor [8] using di↵erent PDF sets. PDF sets are available from various groups
worldwide: CTEQ [12, 73], MSTW2008 [10]/MMHT14 [74], NNPDF [42, 75], JR [76], ABM [77], and
HERAPDF [78, 79]. Also, the first PDF set provided by the ATLAS Collaboration is considered [80].
The PDFs provided by the di↵erent groups di↵er in the data used, the value of ↵s, the values of the
quark masses, and the treatment of heavy-quark masses. Other di↵erences concern the way higher-order
corrections are implemented, the parametrisation of the PDF fitting-model, the way of treating system-
atic uncertainties and the criteria for estimating confidence levels. Uncertainties in the predicted values
include the uncertainty in the renormalisation and factorisation scales and the combined PDF and ↵s
uncertainty of the respective PDF set. All PDF predictions are in agreement with the measurement.

tR
1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2

ABM (5 flav.)

ATLAS epWZ12

CT14

HERAPDF 2.0

JR14 (VF)

MMHT2014

NNPDF 3.0

  -1=13 TeV, 3.2 fbs                                               ATLAS

Measurement result

 syst.⊕stat. stat.

Figure 6: Comparison between observed and predicted values of Rt =
�t
�t̄

. Predictions are calculated at NLO
precision [7, 8] in the five-flavour scheme and given for di↵erent NLO PDF sets. The uncertainty includes the
uncertainty in the renormalisation and factorisation scales, as well as the combined internal PDF and ↵s uncertainty.
The dotted black line indicates the measured value. The combined statistical and systematic uncertainty of the
measurement is shown in green, while the statistical uncertainty is represented by the yellow error band. Predictions
for all presented PDF sets are within the statistical uncertainty of the measurement.
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Rt = 1.72 ± 0.09stat ± 0.18systσt(ATLAS, 13 TeV) = 247 ±  6stat ± 45syst ± 5lumi pb

σt(CMS, 13 TeV) = 238 ± 13stat ± 29syst ± 5lumi pb

12 7 Results

t-ch.,tσ / -ch.,ttσ = -ch.tR
1 1.2 1.4 1.6 1.8 2

CT14

ABM11

ABM12

MMHT14

HERAPDF 2.0

NNPDF 3.0

CMS  (13 TeV)-12.2 fb

CMS
 0.15 (syst)± 0.18 (stat) ±1.81 

Figure 4: Comparison of the measured Rt-ch. (dotted line) with the prediction from different
PDF sets: CT14 NLO [51], ABM11 NLO and ABM12 NNLO [52], MMHT14 NLO [53], HERA-
PDF2.0 NLO [54], NNPDF 3.0 NLO [55]. The POWHEG 4FS calculation is used. The nominal
value for the top quark mass is 172.5 GeV. The error bars for the different PDF sets include
the statistical uncertainty, the uncertainty due to the factorization and renormalization scales,
derived varying both of them by a factor 0.5 and 2, and the uncertainty in the top quark mass,
derived varying the top quark mass between 171.5 and 173.5 GeV. For the measurement, the
inner and outer error bars correspond to the statistical and total uncertainties, respectively.
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Phys. Rev. Lett. 115 (2015) 152003
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JHEP 12 (2012) 035

 )-1CMS 8 TeV (L = 19.7 fb
JHEP 06 (2014) 090

 )-1CMS 13 TeV (L = 2.2 fb

CMS

 PDF)⊕ (scale ±NLO+NNLL QCD 
Kidonakis, Phys. Rev. D 83 (2011) 091503 

  

   

Figure 5: The summary of the most precise CMS measurements [3, 5] for the total t-channel
single top quark cross section, in comparison with NLO+NNLL QCD calculations [22]. The
combination of the Tevatron measurements [56] is also shown.

anomalous form factor fLV [57], which is 1 for the SM and deviates from 1 for physics beyond

Rt = 1.81 ± 0.18stat ± 0.15syst

σt(NNLO) = 217 + 6.6-4.6scale ± 6.2PDF+αS pb  Cross section ratio Rt: sensitivity to u/d

arXiv:1609.03920

arXiv:1610.00678

https://arxiv.org/abs/1609.03920
https://arxiv.org/abs/1610.00678
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Single-Top Quark Differential Cross Sections

31

·Full Run-I statistics (20fb-1) were already large enough for 
precise differential measurements 
·Results available at parton-level and particle-level 

(minimal theoretical assumptions)

Differential cross section @ 13 TeV

CMS-PAS-TOP-16-004

I Analysis similar to CMS inclusive
measurement, differences:

I Boosted decision tree
I Simultaneous fit to mT

and BDT output

I Large uncertainty in first pT bin
BDT discriminant
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11.5 Parton-level cross-sections

Di↵erential cross-sections for the top quark and antiquark at parton level are measured as a function of
pT(t) and y(t). The absolute cross-sections are shown in Figures 21 and 22 and the numerical values for
both the absolute and normalised cross-sections are given in Tables 18–21. The measured cross-sections
are compared to both NLO QCD predictions as well as the same MC predictions used for the comparison
of the particle-level cross-sections. A calculation at NLO+NNLL QCD is available for the top-quark
pT [89]. This is compared to the data in Figure 21. All predictions agree well with the data, with the same
tendency for almost all MC predictions to be somewhat harder than the data as a function of pT(t). The
NLO+NNLL prediction describes the data better than the MC predictions as a function of pT(t).
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Figure 21: Absolute unfolded di↵erential cross-sections as a function of pT(t) for (a) top quarks and (b) top anti-
quarks. The unfolded distributions are compared to QCD NLO and NLO+NNLL calculations as well as various MC
predictions. The vertical error bars on the data points denote the total uncertainty. The dashed (red) line in the cent-
ral distribution shows the NLO prediction calculated using MCFM. The dash-dot (blue) line is the NLO+NNLL
prediction [25]. The bottom distribution compares the data with the MC predictions from Powheg-Box (orange
dashed line) and MadGraph5_aMC@NLO (purple dash-dotted line). The inner (yellow) band in the bottom part of
each figure represents the statistical uncertainty of the measurement, and the outer (green) band the total uncertainty.
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Results with more Run-II data expected soon  
TOP2017 in 2 weeks from now

Run-II: Early AnalysisRun-I Legacy

Single top production 

22/08/2012 Frank-Peter Schilling  -  Top Physics at LHC 21 

Kidonakis, NLO+NNLL: 
t-channel: PRD 83 (2011) 091503 
s-channel: PRD 81 (2010) 054028 
tW-channel: PRD 82 (2010) 054018 

• EWK production of top quarks: test Wtb vertex, measurement of |Vtb| 
• Sensitive to b-PDF, R(t/tbar) sensitive to u/d-PDF 
• Searches for NP at Wtb vertex, 4th gen, H+, W’, FCNC 

 t-channel  s-channel tW-channel 
      (associated production) 

arXiv:1702.02859

http://cms-results.web.cern.ch/cms-results/public-results/preliminary-results/CMS/index.html
https://arxiv.org/abs/1702.02859
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Figure 2: Coordinate system and angles used to define the W-boson spin observables and their related angular
asymmetries in the decay of polarised top quarks. The W-boson momentum ~q in the top-quark rest frame defines
the ẑ-axis; the top-quark spin direction ŝt, taken along the spectator-quark momentum in the top-quark rest frame,
defines the x̂–ẑ plane. The polar and azimuthal angles of the charged-lepton momentum ~p` in the W-boson rest
frame are labelled ✓⇤` and �⇤` , respectively. The normal and transverse axes are defined relatively to ~q and ŝt according
to ~N = ŝt ⇥~q and ~T = ~q⇥ ~N; they are along the �ŷ and x̂ axes of the coordinate system, respectively. The azimuthal
angles �⇤N and �⇤T of the charged lepton in the W-boson rest frame are defined relatively to the ~N and ~T axes,
respectively (�⇤T ⌘ �⇤`), while ✓N

` and ✓T` (not shown in the figure) are the relative angles between ~p` and the ~N and
~T axes, respectively.

on single or combined angular observables. They are listed in Table 1, together with their associated
angular observables and their relation to the polarisation observables.2 The asymmetry values predicted
by the Standard Model are also reported in the table.

Most of the polarisation observables are based on a forward-backward asymmetry, which is generically
defined as a function of a given angular observable cos ✓ according to

AFB =
N(cos ✓ > 0) � N(cos ✓ < 0)
N(cos ✓ > 0) + N(cos ✓ < 0)

, (4)

where N is the number of events. One of the W-boson spin observables is determined from an asymmetry
called edge-central and defined as follows

AEC =
N(| cos ✓| > 1

2 ) � N(| cos ✓| < 1
2 )

N(| cos ✓| > 1
2 ) + N(| cos ✓| < 1

2 )
. (5)

2 The asymmetries used in this article and in Ref. [5] are related to the ones defined in Refs. [4, 13] through the equations
AT

FB = Ax
FB, AN

FB = �AyFB, AT,�
FB = A1

FB, AN,�
FB = �A2

FB, AFB = Az
FB .

6

Asymmetry Angular observable Polarisation observable SM prediction

A`FB cos ✓` 1
2↵`P 0.45

AtW
FB cos ✓W cos ✓⇤`

3
8 P (FR + FL) 0.10

AFB cos ✓⇤`
3
4 hS 3i = 3

4 (FR � FL) �0.23

AEC cos ✓⇤`
3
8

q
3
2 hT0i = 3

16 (1 � 3F0) �0.20

AT
FB cos ✓T`

3
4 hS 1i 0.34

AN
FB cos ✓N` �3

4 hS 2i 0

AT,�
FB cos ✓⇤` cos �⇤T � 2

⇡ hA1i �0.14

AN,�
FB cos ✓⇤` cos �⇤N

2
⇡ hA2i 0

Table 1: Asymmetries with their associated angular observables and their relation to the top-quark polarisation and
W-boson spin observables. The values predicted by the Standard Model are also given. They are calculated using
the predictions at NLO in QCD for P and ↵`, the predictions at NNLO for the helicity fractions, and the predictions
at LO for hS 1,2i and hA1,2i. The uncertainties in these values are all lower than 0.01. They are estimated from the
uncertainties in the top-quark, b-quark and W-boson masses, added in quadrature, including the uncertainty in ↵s
and an estimate of the higher-order e↵ects for the asymmetries related to the W-boson spin observables.

The product ↵`P is extracted from the forward-backward asymmetry A`FB of the cos ✓` angular distri-
bution, where ✓` is the angle between the lepton momentum in the top-quark rest frame and the top-
quark spin axis. The measurement of P can also be performed from the forward-backward asymmetry
AtW

FB defined with respect to the combined angular observable cos ✓W cos ✓⇤` [14], where ✓W is the angle
between the W-boson momentum in the top-quark rest frame and the top-quark spin axis. This asym-
metry is proportional to the product of P and the sum of two W-boson helicity fractions, as reported in
Table 1. The W-boson spin observables hS 3i and hT0i are derived from the forward-backward asymmetry
AFB and from the edge-central asymmetry AEC of the cos ✓⇤` angular distribution, respectively. Using the
definition [5] of the normal axis ~N = ~st ⇥ ~q and transverse axis ~T = ~q ⇥ ~N, as illustrated in Figure 2,
hS 1i and hS 2i are determined from the forward-backward asymmetries AT

FB and AN
FB in the angular ob-

servables cos ✓T` and cos ✓N` , respectively. The hA1i and hA2i spin observables are determined from the
forward-backward asymmetries AT,�

FB and AN,�
FB based on the combination of cos ✓⇤` with the cosine of the

azimuthal angles �⇤T and �⇤N defined relatively to ~T and ~N, respectively.

Limits on Im gR can be extracted from the measurement of the AN
FB asymmetry, which has the highest

sensitivity to this coupling. For small Im gR values, taking VL = 1 and VR = gL = 0, a linear dependence
on Im gR is obtained for this asymmetry: AN

FB = 0.64 P Im gR [5]. In this relation the weak dependence of
P on Im gR, which is of quadratic form, is not included. As AN

FB depends on P, the measured value of the
A`FB asymmetry is required to constrain P for the limit computation. The quadratic variation of P and ↵` as
a function of Im gR [5, 15] is taken into account when setting the limits through the procedure explained
in Section 11. The A`FB asymmetry is chosen to constrain P because it is measured independently of
Im gR; this is discussed in Section 9.

7

=

·V-A: expect top quarks to be highly polarised: P ≈ 1
Single-Top Quark Polarization
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• EWK production of top quarks: test Wtb vertex, measurement of |Vtb| 
• Sensitive to b-PDF, R(t/tbar) sensitive to u/d-PDF 
• Searches for NP at Wtb vertex, 4th gen, H+, W’, FCNC 

 t-channel  s-channel tW-channel 
      (associated production) 

)θcos(

-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

Ev
en

ts
 / 

0.
06

0

100

200

300

400

500

600

700

800 ATLAS
1− = 8 TeV, 20.2 fbs

Signal region

Data
-channelt

-channels, Wt, tt
+heavy-jetsW
+light-jetsW

+jets, dibosonZ
Multijet
MC stat. + multijet unc.

)θcos(
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

0.8
1

1.2

D
at

a/
Pr

ed
.

(a)

*)θcos(

-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1
Ev

en
ts

 / 
0.

06

0

100

200

300

400

500

600

700 ATLAS
1− = 8 TeV, 20.2 fbs

Signal region

Data
-channelt

-channels, Wt, tt
+heavy-jetsW
+light-jetsW

+jets, dibosonZ
Multijet
MC stat. + multijet unc.

*)θcos(
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

0.8
1

1.2

D
at

a/
Pr

ed
.

(b)

π*/φ

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

Ev
en

ts
 / 

0.
06

0

200

400

600

800

1000
ATLAS

1− = 8 TeV, 20.2 fbs
Signal region

Data
-channelt

-channels, Wt, tt
+heavy-jetsW
+light-jetsW

+jets, dibosonZ
Multijet
MC stat. + multijet unc.

π*/φ
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

0.8
1

1.2

D
at

a/
Pr

ed
.

(c)

Figure 7: Angular distributions of (a) cos ✓, (b) cos ✓* and (c) �* in the signal region for the electron and muon
channels merged, comparing observed data, shown as the black points with statistical uncertainties, to SM signal
and background predictions. The multijet background is estimated using data-driven techniques, while contributions
from simulated W+jets, top-quark backgrounds and t-channel event samples are normalised to the results of a
maximum-likelihood fit to event yields in the signal and control regions. The uncertainty bands correspond to the
uncertainties due to the size of the simulated event samples added in quadrature with the data-driven normalisation
uncertainty of 70% estimated for the multijet contribution. The lower plots show the ratio of data to prediction in
each bin.

C

0 due to statistical uncertainties in the background estimate.

Detector e↵ects, both e�ciency and resolution, are incorporated through a migration matrix that relates
true coe�cients, ~a, to reconstructed and background-subtracted coe�cients, ~A0. This matrix, denoted by
G, translates all of the nine true coe�cients (not counting a0,0,0) to the reconstructed coe�cients. It is

21

arXiv:1702.08309

arXiv:1707.05393

Simultaneous determination of all anomalous  
Wtb couplings and top polarisation

P > 0.72 (95% CL)

JHEP 04 (2016) 073

2 Triple-di↵erential decay rate of polarised single top quarks

An event-specific coordinate system is defined for analysing the decay of the top quark in its rest frame,
using the directions of the spectator quark q0 that recoils against the top quark, the W boson from the
top-quark decay, and the lepton ` (e, µ or ⌧) from the W boson decay, in the final state depicted in
Figure 2. The ẑ-axis is chosen along the direction of the W boson momentum, ~q, or equivalently along
the direction opposite to the b-quark momentum, boosted into the top-quark rest frame, ẑ ⌘ q̂ = ~q/|~q|.
The reconstruction of the W boson and top quark is discussed in Section 6. As mentioned before, the
spin of single top quarks, ~st, in t-channel production is predominantly aligned along the direction of the
spectator-quark momentum, ~ps, in the top-quark rest frame, p̂s = ~ps/|~ps| [9]. If this quark defines the
spin-analysing direction, the degree of polarisation is shown in Refs. [3, 38, 39] to be P ⌘ p̂s ·~st/|~st| ⇡ 0.9
at
p

s = 8 TeV for SM couplings. A three-dimensional right-handed coordinate system is defined from
the q̂– p̂s plane and the perpendicular direction, with ŷ = p̂s ⇥ q̂ and x̂ = ŷ ⇥ q̂. In this coordinate system,
the direction of the lepton momentum, ~p *

` , in the W boson rest frame, p̂*
` = ~p

*
` /|~p *

` |, is specified by the
polar angle ✓* and the azimuthal angle �*. The third angle ✓ is defined as the angle between p̂s and q̂. The
angle ✓* is the same angle used to measure the W boson helicity fractions in top-quark decays [24–28].

ẑ

~ps

~p

⇤
`

ŷ

x̂

�

⇤

✓

⇤

✓

Figure 2: Definition of the right-handed coordinate system with x̂, ŷ, and ẑ defined as shown from the momentum
directions of the W boson, q̂ ⌘ ẑ, and the spectator quark, p̂s with ŷ = p̂s ⇥ q̂, in the top-quark rest frame. The
angles ✓* and �* indicate the direction of the lepton momentum, p̂*

` , while the angle ✓ indicates the direction of the
spectator-quark momentum, p̂s, in this coordinate system.

These three angles, ✓, ✓*, and �*, arise as a natural choice for measuring a triple-di↵erential distribution
for the decay of the top quark, where the W boson subsequently decays leptonically. The t ! Wb
transition is determined by four helicity amplitudes, A�W ,�b , where �W and �b are the helicities of the W
boson and the b-quark, respectively [36]. For �b = 1/2, only the W boson helicities �W = 1, 0 are possible,
while for �b = �1/2, �W = �1, 0 are possible. The angular dependence of these transition amplitudes

5

ATLAS:

https://arxiv.org/abs/1702.08309
https://arxiv.org/abs/1707.05393
http://arxiv.org/abs/1511.02138
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Flavour Changing Neutral Currents

33
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LHC data closing in on some BSM scenarios with enhanced FCNC
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10 6 Analysis method
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Figure 5: Data-to-prediction comparisons for the tZ-FCNC search after performing the fit for
mW

T distribution in the control region (top-left), and for the BDT responses in the single top
quark (BDTtZ-FCNC) (top-right), and tt (BDTtt-FCNC) (bottom), signal regions. An example of
the predicted signal contribution for a value B(t ! Zu) = 0.1% (FCNC) is shown for illustra-
tion. The four channels are combined. The lower panels show the ratio between observed and
predicted yields, including the total uncertainty on the prediction.
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Figure 4: Post-fit neural-network output distributions in the signal region. Signal and backgrounds are normalised to
the expected number of events after the fit. The uncertainty band includes both statistical and systematic uncertainties
as obtained by the fit.

statistical uncertainty on the cross-section is determined by performing a fit to the data, only includ-
ing the statistical uncertainties. The total systematic uncertainty is determined by subtracting this
value in quadrature from the total uncertainty. The cross-section for tZq production is measured to
be 600 ± 170 (stat.) ± 140 (syst.) fb, assuming a top-quark mass of mt = 172.5 GeV.

The probability p0 of obtaining a result at least as signal-like as observed in the data if no signal

were present is calculated using the test statistic qµ=0 = �2 ln[L(µ = 0,
ˆ̂
~✓)/L( µ̂, ~̂✓)] in the asymptotic

approximation [51]. The observed p0 value is 1.3 ⇥ 10≠5. The resulting significance is 4.2�, to be
compared with the expected significance of 5.4�.

10 Conclusion

The cross-section for tZq production has been measured using 36.1 fb≠1 of data collected by the ATLAS
experiment at the LHC in 2015 and 2016 at a centre-of-mass energy of

p
s = 13 TeV. Evidence for the

signal is obtained with a measured (expected) significance of 4.2� (5.4�). The measured cross-section
is 600 ± 170 (stat.) ± 140 (syst.) fb. This result is in agreement with the predicted SM tZq cross-section
calculated at NLO to be 800 fb, which has an uncertainty due to variation of the factorisation and
renormalisation scales of +6.1

�7.4%.

13

tZq

34

ATLAS-CONF-2017-052

arXiv:1702.01404

SM

FCNC

·CMS (Run-I): 
Significance: 1.8σ(0.8σ) obs(exp) 
Limits 95% C.L. on FCNC:  

BR(t→Zu) < 0.022 (0.027) obs(exp) 
BR(t→Zc) < 0.049 (0.118) obs(exp)

·ATLAS (Run-II, full 2016 data) 
First evidence: 4.2σ(5.3σ) obs(exp) 

2 1 Introduction
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Figure 1: Leading-order tZq production Feynman diagrams (all but bottom-right). The initial-
and final-state quarks denoted q and q0 are predominantly first generation quarks, although
there are smaller additional contributions from strange- and charm-initiated diagrams. The
bottom-right diagram represents the NLO nonresonant contribution to the tZq process.
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Summary
·LHC is a top quark factory  

·Ultimate precision SM measurements during Run-II (first glimpse) 
·Test of calculations → NNLO has a pt-dependent k-factor 
·Tuning of a new generation of MC generators      
·Determination and consistency checks of SM parameters (PDF, αS, mtop) 

·Associated top quark production becoming fully accessible 
·First precise measurement of tt+Z cross section 
·systematic and model-independent searches using EFT approach 

·Differential measurements of single-top quark production  
·Electroweak production of single tops complements top quark pairs 

·Lots more new results expected at TOP2017 and beyond  
·A factor two more data until end of 2018

35

differential tt

tt+jets

inclusive tt

tt+bb

4 top

tt+W

single top
polarisation

tW
Vtb

FCNC

Expect top quark physics to play a lead role in direct and indirect searches for new phenomena

tt+Z
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Energy Dependence

37

tt̄V (V = W,Z) and tZ + t̄Z processes

Campbell et al, Phys.Rev.

D87 (2013) 114006

Large final state mass =) large gain in cross section when
p
s increased. tZ + t̄Z

cross section larger by a factor of 4 at 14 TeV compared to 8 TeV. ⇡ 1 pb cross
section; cross section of tt̄Z comparable to tZ + t̄Z.

Backgrounds are rare SM processes, e.g. WZbb̄+jets; in addition, tZ + t̄Z is a
background to tt̄V (V = W,Z). Relatively little is known about these processes.

tt̄V, tZ are important backgrounds in a number of BSM searches, especially for

naturalness motivated models involving multiple leptons, b-tagged jets and 6ET .

20 / 33

Campbell, Ellis, Roentsch  Phys.Rev. D87 (2013) 114006

10 Hz (at 1034)

2 Hz (at 1034)

0.01Hz (at 1034)

Cross section driven by rise of gluon density to low x: 
→ shape of bulk distributions remains similar
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Run 3
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PHASE 2

LS 4 Run 5

LS2 starting in 2019 => 24 months + 3 months BC 
LS3 LHC: starting in 2024 => 30 months + 3 months BC

Injectors: in 2025 => 13 months + 3 months BC

Beam commissioning

Technical stop

Shutdown
Physics

Run 3 Run 4

LHC roadmap: according to MTP 2016-2020 V2

https://lhc-commissioning.web.cern.ch/lhc-commissioning/schedule/LHC-long-term.htm

https://lhc-commissioning.web.cern.ch/lhc-commissioning/schedule/LHC-long-term.htm

