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Recent topics from KEK
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Apr. 11, 2017
http://www.kek.jp/en/NewsRoom/Release/20170411171500/

Mar. 2016: Test operation of SuperKEKB
Successful storage of e+e- beam

Apr. 2014: Belle II detector was rolled-in 

http://www.kek.jp/en/NewsRoom/Release/20170411171500/


Belle II schedule and distributed computing
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H. Miyake

K. Akai (B2GM)
R. Ito (JPS meeting)



New KEK Central Computer System (KEKCC)

2016-04-25 Tomoaki Nakamura, KEK-CRC 4

K. Murakami (CHEP2016)

System has already been in production mode since the last September.



Upgrade of Grid system
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T. Nakamura (CHEP2016)

 Deployment of the new central service
CVMFS Stratum0/1, AMGA, FTS3 for Belle II Grid

 Building robust Grid service
Redundant configuration

CREAM, CVMFS Stratum0/1, HTTP proxy, BDII-top, GridFTP servers behind StoRM
High availability configuration by LifeKeeper

VOMS, AMGA, LFC
Uninterruptible operation against the scheduled power outage

VOMS, AMGA, LFC, FTS3, ARGUS, BDII-site
 Improvement of the network connectivity

Connected 100G NREN backbone
Fully migrated to LHCONE, 20G + 10G for EU, 100G for US sites provided by SINET
Separation of raw data transfer from the other traffic including Grid analysis

System has already been in production mode since the last September.



CPU consumption at new KEKCC
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Old system:
~40M HS06 hours/month
(14.7 HS06/core)

New System:
~168M HS06 hour /month
(23.5 HS06/core)

CPU cores: x2.5
HS06 score: x1.6
Performance : > x4.0

G. Iwai
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Including local batch jobs



GHI performance after the system migration

2016-04-25 Tomoaki Nakamura, KEK-CRC 7

54 drives

3 GB/s (read / write)

staged files / min.

All data was not in the disk cache at 
the beginning of new system

Spikes indicate manual staging
10K files / min. But sometime, the 
staging performance was degraded.

Confliction between manual staging 
by administrator for high priority data 
and pileup of user request.

K. Murakami



Data localization issue in tape
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TS3500 Library accessor spec.: 15 sec/(un)mount = 4 tapes/min
In worst case: File staging = ~4 files/min (continuous requests on different tape medias)

It will be an issue again at the next system migration (3~4 years later.)
Solutions?:

Tape-by-tape queuing
Periodical shuffling of queue by tape order in real-time

K. Murakami

#Readout request
#Tape in read



Private Cloud with OpenStack
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IBM Cloud Manager with OpenStack

GPS via NFS

Automatic deployment by Chef

W. Takase



Schedule of private cloud deployment
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W. Takase

(2017)
Feb.: Evaluation
Mar. - May.: Quality Assurance
Jun. - Jul.: Define workflow 
~Aug.: Start testing by group 

manager and end user



Summary
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The Belle II experiment will start the physics data taking from the beginning of 2018.
This yields heavy load to the KEKCC and Grid service for the massive data production.

Many activities on the system development are ongoing for the optimization of the 
tape archiving system, HSM, and also for the future private cloud infrastructure at 
new the KEKCC.

Today, I could not introduce everything due to the time limitation. We expect that 
many things will be presented at the next HEPiX meeting at KEK. 

We are looking forward to seeing you at the next HEPiX fall 2017.
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