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Introduction



EOS at CERN
moving towards TBit/s



EOSALICE

namespace headnodes upgraded from 256G with  
HDD to 512G with SSD 

s



EOSALICE
• Disk Space in Production (divide by 2)
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CERN Disk Space Allocation

EOS + Castor

Additional disk server commissioning now 
48 x 6 = 288 TB server 5 GB/s disk IO 
100 PB for ALL@CERN (divide by 2)



EOSALICE 
performance

~500 OpenRead/s (yearly average) 
CERN hosts 1/3 of all ALICE GRID files - peak 50 GB/s read 
ns limit: max. 1 MHz stat/s internal 
ns limit: max. 65 kHz stat/s via XRootD protocol 
ns limit: 0.8B files with Aquamarine version



Developments
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Development News
• boosted namespace load time 2-6x  
• fixed master-slave failover & compaction 

issues 
• CITRINE production ready 
• CI - continuous integration platform on gitlab 

• build pipelines 
• RPM builds on SLC6, EL7, Fedora, OS X (client) 
• DOCKER image build 
• automated testing on every commit 

• coming: kubernetes cluster setups with long-term testing
details can be found on the EOS workshop page  

https://indico.cern.ch/event/591485/
ALICE Tier 1/2/ Workshop 2017



R&D
• hybrid computing/storage infrastructure 

• run batch jobs on EOS disk server 
• interesting presentation at HEPIX

https://indico.cern.ch/event/595396/contributions/2532584/
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R&D
• CERN-IT extra-large disk server project 

• 8 x 24 x 6TB disks connected to single 
front-end node [ 1.152 PB/node ]  

• capacity/performance ratio ? 
• OS limitations handling 192 disks ? 
• RAID vs. ZRAID vs. Software EC 
• which network IF ? 
• which CPU type ? 
• TCO evaluation



EOS Architecture  
Aquamarine

Beryl Aquamarine

V 0.3.X

MGM 
Master

MGM 
Slave

FST FST FST FST

read/ 
write

read 
only

META DATA

all instances today!

latest release 0.3.244
major fixes in master/slave failover 
during last 3 month
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In-memory namespace
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New Parallel NS Boot
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New Parallel NS Boot

- no problem anymore to grow 2x namespace with 
Aquamarine version



EOS Architectural Evolution 

Beryl Aquamarine Citrine

V 0.3.X V 4.X

MGM 
Master

MGM 
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FST FST FST FST

read/ 
write
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only MGM MGM MGM 

Persistency
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stateless

META DATA

DATA



MGM MGM MGM 

MD Cluster

MGM MGM 

FST FST FST FST FST FST

LB LB 

Storage 
(Cluster)

Storage 
(Cluster)

Storage 
(Cluster)

QuarkDB
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Interface Evolution

Evolution 
EOS has started 6 years ago as a remotely accessible data storage system with 
posix-similar interface. The interfaces has been extended to provide  
file transaction functionality. The most recent architectural change is to provide  
mounted filesystem semantics.

remote 
data 
store

file 
transactional 
storage

distributed 
filesystem  
behaviour

remote 
data 
store

file 
transactional 
storage

remote 
data 
store

2011

2017

+

+ + /eos
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/eos mounted on lxplus and lxbatch 
- significant amount of problems and obstacles 

- consistency, stability and kerberos integration 
- experience triggered clean rewrite of FUSE client 
- will be available this  month 
- useless for ALICE grid
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Roadmap & Milestones
• new FUSE client Q2 
• first CITRINE instance at CERN IPV6 /xroot4 

• 15th of May update for LHCB still with  
in-memory namespace 

• based on experience migration of all instances to CITRINE after 
negotiation 

• Q3-Q4 planning move from in-memory to QuarkDB namespace 
namespace scalability - demonstrate multi billion ns



Continuos Integration
https://gitlab.cern.ch/dss/eos
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Continuos Integration
https://gitlab.cern.ch/dss/eos
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Continuos Integration

# get a CITRINE image e.g. 
docker pull gitlab-registry.cern.ch/dss/eos:121629
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EOS in DOCKER - 1 minute
git clone https://gitlab.cern.ch/eos/eos-docker.git 
# start a virtual instance with KDC, MGM, MQ, 6xFST 
./eos-docker/scripts/start_services.sh 
# get a shell in the MGM service container 
docker exec -it eos-mgm-test bash 
# run instance tests 
eos-instance-test

https://gitlab.cern.ch/eos/eos-docker.git


EOS in DOCKER - 1 minute
- currently the docker scripts are only to get a one machine instance for 

testing 

- the CERNBOX team is finishing a complete dockerized CERNBOX-like  
service package bundling EOS + OwnCloud  

- prototyped a single host ALICE docker storage container with a pre-
configured EOSALICE instance using the physical network inside the 
container  

- interesting option to combine with kubernetes to simplify deployment in 
a storage federation …. integration is on the work plan …  

- if there is a broader interest, we can integrate the work of AARNET which  
         is deploying EOS only via docker containers and add ALICE specifics
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Federations



• driving idea is to  
• reduce the number of storage services to 

manage 
• bundle many small resources into a 

bigger single resource 
• reduce operation effort 

• few complex services (namespaces) 
• many trivial services (object storage 

servers)

Storage Federations
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EOS Storage Federation
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storage server storage server
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MQ

3 types of sites



EOS Placement Strategies
• CITRINE release provides geographic-aware 

scheduling 
• placement and access policies 

configurable for each directory 
• client and servers are geo-tagged  

(client:subnet server:configuration value) 

• access files as ‘close’ as possible 
• placement policies e.g. 

• hard-coded replication to defined locations 
• two replicas close 
• one close, one randomly 
• two replicas at maximum distance 
• … ALICE Tier 1/2/ Workshop 2017



EOS Federations

3

EOSALICE: 159 storage nodes at CERN & 85 at WIGNER

Examples

placement policy: if possible maximum distance e.g. one replica at CERN, one at Wigner



EOS Federations

https://indico.cern.ch/event/595396/contributions/2532587/

Examples



EOS Federations
AARNET Federation in  
Australia with 65ms latency

Examples

• three storage locations 
• one RW/RO namespace pair 
• one remote RO namespace



EOS Federations Examples

Worldwide distributed storage system with extreme latencies - R&D prototype



EOS Federations Examples

Worldwide distributed storage system with extreme latencies - R&D prototype



EOS Federations  
benchmarks 

presented at EOS workshop 
presented at HEPIX sprint 2017
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EOS Federations Examples



EOS Federations

Data Upload Speed Comparison



EOS Federations



Storage Federations  
when to use them

• doable if all storage servers have sufficient 
bandwidth between each other and batch 
resources in the federation 
• the WIGNER experience 

• two site federated setup complicated operations 
• induces 100% storage overhead [2 replica]  

• cannot use erasure encoding 

• network links become saturated 
• cannot guarantee 50:50 resources CERN:Wigner 
• TCP window scaling, a lot of network tuning and 

network problems to debug 
• job efficiency worse for 22ms latency than in LAN 

(depends on application)



Storage Federations 
when to use them

• local cloud federation model 
(regional federation) 
• storage peers are close ( O(2) ms ) and 

have sufficient network bandwidth 
• model requires efficient remote data 

access because: 
• impossible/inefficient to have a replica at each 

geo-graphic location 
• remote access will occur frequently
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Storage Federations 
when to use them

• satellite federation model 
(T1/T2 federation) 
• a large resource is federated with many 

significantly smaller resources 
• main storage volume and CPU provided  

by single resource 
• T1 provides namespace and storage 
• T2 attach to T1 namespace
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Storage Federations 
when not to use them
• federations of several big resources are orthogonal to 

the GRID model 
• job scheduling should be location aware 
• a federation abstracts locality and network 

becomes a bottle neck between large resources 
• storage federation have to be complemented  

and integrated with CPU resource federations - no free 
lunch - sounds nice to have only few big virtual sites 
but .. my personal conclusion:  

• the ALICE grid model is the most space efficient federation 
(global policy for replication) - not operation wise 

• regional federations of small contributors to storage and CPU 
make absolutely sense and help to reduce operational effort  

• large resource federation have too high impact on  volume and 
job efficiencies



EOS need-to-know summary
• running sites should update to 0.3.244 if they rely on namespace 

failover 
• sites interested in IPV6 can move to CITRINE release 

( first CERN deployment mid-may ) 
• many non-GRID-required features make EOS attractive as a site 

service (CERNBOX, multi-VO etc.) as GRID and non-GRID storage  
• support - you are invited to get support in using EOS 

eos-support@cern.ch 
• documentation 

• http://eos.readthedocs.io [en/citrine] 
• repositories 

• https://gitlab.cern.ch/dss/eos.git https://github.com/cern-eos/eos 
• mailinglist 

• eos-community@cern.ch [via egroups.cern.ch]
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Thank You!


