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GSI Grid Cluster – present status
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Present Status 
 ALICE::GSI:SE::xrootd

• 75 TB disk on fileserver (16 FS a 4-5 TB each)

– currently being upgraded to 300 TB

• 3U 12*500 GB disks RAID 5

•  6 TB user space per server

• Lustre cluster

– for local data storage. Directly mounted by the batch farm nodes 

– capacity: 580 TB (to be shared by all GSI experiments)

•  nodes dedicated to ALICE (Grid and local)

•    but used also by FAIR and Theory (less slots, lower prority) 

•      15 boxes, 2*2 cores, 8 GB RAM, 1+3 disks, funded by D-Grid

•      40 boxes, 2*4 cores, 16 GB RAM, 4 disks RAID5, funded by ALICE

•      25 boxes, 2*4 cores, 32 GB RAM, 4 disks RAID5, funded by D-Grid

•      112 blades, 2*4 cores, 16 GB RAM, 2 disks RAID0, funded by ALICE

•   ==> 192 computers, ca. 1500 cores

•  on all nodes installed: Debian Etch64
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GSIAF (static cluster)

• dedicated PROOF Cluster GSIAF
• 20 nodes (160 PROOF servers per user)
• Reads data from Lustre
• used very heavily for code debugging and 

development
–needed for fast response
–using large statistics

• Performance: see next slide
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GSIAF
performance (static cluster)

Alice first physics analysis 
for pp @ 10 TeV



 

 

installation
• shared NFS dir, visible by all nodes

– xrootd ( version 2.9.0 build 20080621-
0000)

– ROOT (all recent versions up to 523-04)

– AliRoot (including head)

– all compiled for 64bit

• reason: due to fast software changes

• disadvantage: possible NFS stales

• started to build Debian packages of the used 
software to install locally
– investigating also other methods (CfEngine) to 

distribute experiment software locally
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Configuration (GSIAF)
• setup: 1 standalone, high end 8 GB machine for xrd 

redirector and proof master, Cluster: LSF and proof 
workers

• so far no authentification/authorization 
• via Cfengine

– platform independent computer administration 
system (main functionality: automatic configuration). 

• xrootd.cf, proof.conf, access control, Debian specific init 
scripts for start/stop of daemons (for the latter also 
Capistrano for fast prototyping)

• all configuration files are under version control (SVN)



 

 

Cfengine – config files in 
subversion
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Monitoring via MonaLisa



 

 

GSI Luster Clustre 
directly attached to PROOF workers

580 TB (to be shared by all GSI experiments) 
used for local data storage



 

 

GSIAF usage experience
• real life analysis work of staged data 

by GSI ALICE group (1-4 concurrent 
users)

• 2 user tutorials for GSI ALICE users 
(10 students each training)

• GSIAF and CAF were used as PROOF 
clusters during PROOF course at 
GridKa School 2007 and 2008 



 

 

PROOF users at GSIAF (sc)



 

 

ideas came true ...
• Coexistence of interactive and batch processes (PROOF analysis on 

staged data and Grid user/production jobs) on the same machines 
can be handled !!! 

– re”nice” LSF batch processes to give PROOF processes a higher 
priority (LSF parameter)

– number of jobs per queue can be increased/decreased

– queues can be enabled/disabled

– jobs can be moved from one queue to other queues

• Currently at GSI each PROOF worker is an LSF batch node

• optimised I/O. Various methods of data access (local disk, file 
servers via xrd, mounted lustre cluster) have been investigated 
systematically. Method of choice: Lustre and xrd based SE. Local 
disks are not used for PROOF anymore at GSIAF.

– PROOF nodes can be added/removed easily

– local disks have no good surviving rate

• extend GSI T2 and GSIAF according to promised ramp up plan

– PoD



 

 

cluster load 

Cluster is sufficiently and 
homogenously loaded. 



 

 

data staging and user support

• how to bring data to GSIAF ?
• used method:

–GSI users copy data from AliEn 
individually to Lustre using standard 
tools 

• user support at GSIAF:
–private communication or help yourself 

via established procedures.



 

 

general remarks

• it is not planned to use more than 160 
cores for GSIAF static cluster

• for less than 160 cores per PROOF 
session users use PoD



 

 

issues and problems

• currently the cluster is automatically 
restarted every night. Otherwise the 
system behaves stable. Manual 
intervention rarely needed.



 

 

wishlist, summary and outview

Overall: PROOF users at GSI are
happy !!! 
PROOF is definitely usable, current
PROOF capacity is fine (recently
no request for more PROOF
nodes), performance is doing well
...



 

 

future plans and perspectives

− no major developments, upgrades or enlargements
planned at GSIAF static cluster

− static cluster will slowly phase out
− users will be encouraged to use dynamic PROOF setup on

GSI's batch system (PoD)
− PoD will improve and mature during a certain time of

parallel existence with static cluster
− without local data on individual machines a static cluster is

no must
− dynamic PROOF cluster is easier to handle, saves

administration time and is fully under the control of the
users

− PoD will be the system of choice and future of GSIAF !!! (a
dedicated master machine to handle PoD PROOF sessions
has been set up) 
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GSIAF -----> PoD
                               „a PROOF cluster on the fly“
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Summary

• GSI T2 resources have been extended 
according to the plan

• GSIAF is heavily used and behaves stable
• static cluster will phase out
• PROOF on Demand shall provide the 

possibility to create dynamic and 
private/individual PROOF clusters „on the 
fly“
–First official release of LSF plugin April 09
–First user training in same month


