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Jets
Jets are a rare QCD object common to theory and experiment 
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they are produced abundantly at the LHC 
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and can be measured very accurately 
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Figure 44: Summary of JES systematic uncertainties as a function of jet pT (for 3 different |hjet|
values, left) and of hjet (for 3 different pT values, right). The markers show the single effect of
different sources, the gray dark band the cumulative total uncertainty. The total uncertainty,
when excluding the effects of time dependence and flavor, is also shown in yellow light. The
plots are limited to a jet energy E = pT cosh h = 4000 GeV so as to show only the correction
factors for reasonable pT in the considered data-taking period.



Uses for Jets
LHC is mainly a gluon collider but gluon PDF is not well known:  

• LHC jets probe a wide range of x 

• gluon PDF directly sensitive to jet data, especially at large x 

• would like to consistently include jet data in PDF fits 
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Fig. 3. Minimum value of Bjorken-x and the scale m34 probed in the PDFs for dijet production
at the LHC 7 TeV, using the kinematics of the ATLAS 2011 dijet measurement.22

While Fig. 3 determines the region of Bjorken-x that is kinematically accessible
in jet production measurements, it does not provide information on which part of
this region dominates the production cross-section, or in other words, the region of
Bjorken-x for which the PDF sensitivity of the jet data is maximized. To determine
this important information, it is possible to compute the correlation coe�cients
between the PDFs and the experimental data. As explained in Ref.,24 in a Monte
Carlo PDF set one can compute the correlation between the parton distributions,
for di↵erent values of x and Q

2, and the jet production cross-sections, for di↵erent
bins of jet transverse momentum and rapidity.

Using NNPDF2.1 NLO, this exercise was carried out in the CMS analysis of
Ref.,25,26 which studies the constraints on PDFs and on ↵s of their 7 TeV inclusive
jet data. The results can be found in Fig. 4, which shows the correlation coe�cient
between PDFs (in this case the gluon and the up quark) for all the pT bins in the
central rapidity region, |y|  0.5, as a function of Bjorken-x and the momentum
transfer Q. A value of this coe�cient close to one (minus one) indicates that, for
this specific data bin, the cross-section is strongly (anti-)correlated with the corre-
sponding PDFs in the given range of x. In particular, from Fig. 4 one can see that
LHC inclusive jet data has a strong correlation with the gluon for x � 0.1, with a
likewise strong anti-correlation for x ⇠ 10�2. This correlation is weaker for the up
quark, except for large values of x, that is, x ⇠> 0.4�0.5, for which the qq scattering
channel begins to dominate over qg scattering, see Fig. 1.

3. Theory calculations and tools for fitting jet data

The NLO cross-sections for jet production at hadron colliders have been known
for a long time.27,28 They have been implemented in various computer programs,
such as NLOjet++.29 Computing di↵erential distributions for jet observables with
these codes is however very CPU-time intensive, and thus not suitable for the aims
of PDF determinations, where the iterative fitting procedure requires recomputing
the same observables a large number of times. With this motivation, di↵erent fast
interfaces to NLO jet calculations have been developed. The basic idea of these
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Figure 53: Comparison of the gluon in a fit to a dataset without jet data and in the global fit at NLO
(top) and NNLO (bottom), plotted at Q2 = 2 GeV2 vs. x on a logarithmic (left) and linear (right) scale.

5.2.3 Impact of jet data on the global fit

We now explore the impact of jet data in the NLO and NNLO NNPDF3.0 fits, with the motiva-
tion of making sure that theoretical limitations in the description of jet data, and in particular
the current lack of full knowledge of NNLO corrections, does not bias the fit results.

To this purpose, we have produced versions of the NNPDF3.0 PDF fit in which all jet data are
removed from the global dataset: the gluon from these sets is compared to that from the default
global fit at Q2 = 2 GeV2 in Fig. 53: Other PDFs are essentially unchanged upon removing
jet data. It is clear that removing jet data from the global fit leads to a substantial increase
of the PDF uncertainties on the gluon at medium- and large-x. However, when jet data are
included, the uncertainties are very similar at NLO and NNLO, despite the fact that at NNLO
the jet dataset is significantly smaller due to the more restrictive cuts which we have introduced
in order to account for the incomplete knowledge of NNLO corrections to jet production (see
Sect. 2.3.2): in fact, if anything, the uncertainties are somewhat smaller at NNLO. This is
reassuring in that it is consistent with the expectation that no instabilities are introduced by
jet data in the NNLO fit despite potentially large perturbative corrections, and in fact the fit
becomes tighter at NNLO.

In Tab. 14 we compare at NLO and NNLO the χ2 to the collider jet data, both in the
reference NNPDF3.0 fit and in the fit without jet data. We provide the results using both the
experimental and the t0 χ2 definitions, whose values can differ significantly, especially at NNLO.
The description of jet data turns out to be reasonably good even when they are not included in
the fit, especially at NNLO. This is evidence for consistency, and it explains why they help in
reducing the gluon uncertainty. We also show the value of the χ2 for top pair production, which

102

Rojo hep-ph [1410.7728]NNPDF collaboration hep-ph [1410.8849]Rojo hep-ph [1410.7728]



Can use the single inclusive jet cross section to determine: 
]:	

•               and running coupling from single experiment 

• very satisfying test of QCD and the LHC 
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Uses for Jets
↵s(MZ)

Eur.Phys.J. C72 (2012) 2041, hep-ph[1203.5416} 



Can use the single inclusive jet cross section to determine: 
]:	

•               and running coupling from single experiment 

• very satisfying test of QCD and the LHC 
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Uses for Jets
↵s(MZ)

CMS [ arXiv:1609.05331]



Uses for Jets
• model independent test of (coloured) new physics 
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Becciolini, Gillioz, Nardecchia, Sannino, Spannowsky hep-ph [1403.7411]



Calculating things
We would like to calculate the transition from colliding protons to outgoing jets: 
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but we can’t calculate this so we simplify (factorize) the problem: 
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P ⇠ |hj1j2 · · · |p1p2i|2

Incoming protons
hard scattering

fragmentation into 
jets of hadrons



but we can’t calculate any of these things either… so we simplify further 
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Figure 1: MMHT2014 NNLO PDFs at Q2 = 10 GeV2 and Q2 = 104 GeV2, with associated 68%
confidence-level uncertainty bands. The corresponding plot of NLO PDFs is shown in Fig. 20.

2 Changes in the theoretical procedures

In this Section, we list the changes in our theoretical description of the data, from that used

in the MSTW analysis [1]. We also glance ahead to mention some of the main e↵ects on the

resulting PDFs.

2.1 Input distributions

As is clear from the discussion in the Introduction, one improvement is to use parameterisations

for the input distributions based on Chebyshev polynomials. Following the detailed study in

[11], we take for most PDFs a parameterisation of the form

xf(x,Q2
0) = A(1� x)⌘x�

 
1 +

nX

i=1

aiT
Ch
i (y(x))

!
, (1)

where Q2
0 = 1 GeV2 is the input scale, and TCh

i (y) are Chebyshev polynomials in y, with

y = 1 � 2xk where we take k = 0.5 and n = 4. The global fit determines the values of the

set of parameters A, �, ⌘, ai for each PDF, namely for f = uV , dV , S, s+, where S is the

light-quark sea distribution

S ⌘ 2(ū+ d̄) + s+ s̄. (2)

For s+ ⌘ s + s̄ we set �+ = �S. As argued in [1] the sea quarks at very low x are governed

almost entirely by perturbative evolution, which is flavour independent, and any di↵erence in

6
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Hard scattering
Using vanilla fixed order perturbation theory, can calculate 
partonic cross section: 
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d�̂ab = d�̂LO
ab + d�̂NLO

ab + d�̂NNLO
ab + · · ·

d� =

Z
d⇠1
⇠1

d⇠2
⇠2

fa(⇠1, µF ) fb(⇠2, µF ) d�̂ab(↵s(µR), µR, µF ) + · · ·



Hard scattering
Using vanilla fixed order perturbation theory, can calculate 
partonic cross section: 
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Hard scattering
Using vanilla fixed order perturbation theory, can calculate 
partonic cross section: 

!
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Next-to-leading order:  
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Hard scattering
Using vanilla fixed order perturbation theory, we can calculate the 
partonic cross section: 

!
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Next-to-next-to-leading order:  

!
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d�̂ab = d�̂LO
ab + d�̂NLO

ab + d�̂NNLO
ab + · · ·

O(↵4
s)

2 —> 4 
tree-level 

“double real”

2 —> 3 
one-loop 

“real-virtual”

2 —> 2 
two-loop 

“double virtual”

d� =

Z
d⇠1
⇠1

d⇠2
⇠2

fa(⇠1, µF ) fb(⇠2, µF ) d�̂ab(↵s(µR), µR, µF ) + · · ·



Why Higher Orders?
• Theoretical uncertainty typically estimated by dependence on unphysical scales 

at a given fixed order 

• higher orders should reduce this dependence systematically, but also contain 
physics not captured by scale variation 

• NNLO contains all features of calculation 

• initial-state radiation 

• non-trivial jet algorithm 

• all partonic channels 

• non-trivial physical scales 

• NLO and NNLO corrections change the normalization and shape of observables

Anastasiou, Dixon, Melnikov, Petriello ’04 
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New Physics
3
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FIG. 1: The inclusive asymmetry in pure QCD (black) and
QCD+EW[28] (red). Capital letters (NLO, NNLO) corre-
spond to the unexpanded definition (2), while small letters
(nlo, nnlo) to the definition (3). The CDF/DØ (naive) av-
erage is from Ref. [29]. Error bands are from scale variation
only. Our final prediction corresponds to scenario 10.

ing in eq. (3).] The first definition, eq. (2), uses exact re-
sults in both numerator and denominator of eq. (1), while
the second, eq. (3), is the expansion of the ratio eq. (2) in
powers of αS . (Such an expansion is not, strictly speak-
ing, fully consistent since the αS expansion is performed
after convolution with pdf’s. Nevertheless, following the
existing literature, we consider it as an indication of the
sensitivity of AFB to missing higher order terms.)

In the present letter, we present differential asymme-
tries with the unexpanded definition (2) and without EW
corrections (see figs. 2,3,4). The inclusive asymmetry,
see fig. 1, is computed with both definitions (2) and (3)
including EW corrections. (EW corrections to Di are
neglected since EW effects to the total cross-section are
very small O(1%), see Refs. [57–61].) The numerator
factor NEW is taken from Table 2 in Ref. [28]. (We have
checked that the different pdf and mt used in Ref. [28]
have negligible impact on the QCD numerator N3 and
so we expect the same to hold for NEW.) Only for the
inclusive asymmetry we determine the scale variation by
keeping µR = µF (since the scale dependence of NEW is
published [28] only for µR = µF ). (We have checked that
for the pure QCD corrections to the total asymmetry the
difference with respect to scale uncertainty derived with
µR ̸= µF variation is negligible.) We also note that the
scale variation of AFB is derived from the consistent scale
variation of the ratio, i.e. both numerator and denom-
inator in eqs. (2) and (3) are computed for each scale
value.
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DISCUSSION AND CONCLUSIONS

In fig. 1 we observe that the central values of the ex-
panded (3) and unexpanded (2) definitions of inclusive
AFB differ significantly at NLO but less so at NNLO.
While the unexpanded definition (2) closely resembles
the experimental setup, the consistency of the two def-
initions within uncertainties renders the question about
the more appropriate choice largely irrelevant. We also
note the small scale error for the expanded AFB defini-
tion (3) in pure QCD at both NLO and NNLO, which
appears too small to be realistic. The inclusion of EW
corrections, however, breaks this pattern and brings the
scale dependence in line with the unexpanded definition

3

√
s

TeV σLO σNLO σNNLO σgg→H→WW∗

7 29.52+1.6%
−2.5% 45.16+3.7%

−2.9% 49.04+2.1%
−1.8% 3.25+7.1%

−7.8%

8 35.50+2.4%
−3.5% 54.77+3.7%

−2.9% 59.84+2.2%
−1.9% 4.14+7.2%

−7.8%

13 67.16+5.5%
−6.7% 106.0+4.1%

−3.2% 118.7+2.5%
−2.2% 9.44+7.4%

−7.9%

14 73.74+5.9%
−7.2% 116.7+4.1%

−3.3% 131.3+2.6%
−2.2% 10.64+7.5%

−8.0%

TABLE I. LO, NLO and NNLO cross sections (in picobarn)
for on-shell W+W− production in the 4FNS and reference
results for gg → H → WW ∗ from Ref. [75].

decrease when moving from LO to NLO and NNLO.
Moreover, the NNLO (NLO) corrections turn out to ex-
ceed the scale uncertainty of the NLO (LO) predictions
by up to a factor 3 (34). The fact that LO and NLO
scale variations underestimate higher-order effects can be
attributed to the fact that the gluon–quark and gluon–
gluon induced partonic channels, which yield a sizable
contribution to the W+W− cross section, appear only
beyond LO and NLO, respectively. The NNLO is the
first order at which all partonic channels are contribut-
ing. The NNLO scale dependence, which amounts to
about 3%, can thus be considered a realistic estimate of
the theoretical uncertainty due to missing higher-order
effects.

In Figure 1, theoretical predictions in the 4FNS are
compared to CMS and ATLAS measurements at 7 and
8 TeV [5–8]. For a consistent comparison, our results
for on-shell W+W− production are combined with the
gg → H → WW ∗ cross sections reported in Table I.
It turns out that the inclusion of the NNLO corrections
leads to an excellent description of the data at 7 TeV and
decreases the significance of the observed excess at 8 TeV.
In the lower frame of Figure 1, predictions and scale vari-
ations at NNLO are compared to NLO ones, and also the
individual contribution of the gg → W+W− channel is
shown. Using NNLO parton distributions throughout,
the loop induced gluon fusion contribution is only about
35% of the total NNLO correction.

In the light of the small scale dependence of the 4FNS
NNLO cross section, the ambiguities associated with the
definition of a top-free W+W− cross section and its sen-
sitivity to the choice of the FNS might represent a sig-
nificant source of theoretical uncertainty at NNLO. In
particular, the omission of b-quark emissions in our 4FNS
definition of the W+W− cross section implies potentially
large logarithms of mb in the transition from the 4FNS
to the 5FNS. To quantify this kind of uncertainties, we
study the NNLO W+W− cross section in the 5FNS and
introduce a subtraction of its top contamination that al-
lows for a consistent comparison between the two FNSs.
An optimal definition of W+W− production in the 5FNS
requires maximal suppression of the top resonances in
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FIG. 1. The on-shell W+W− cross section in the 4FNS at

LO (dots), NLO (dashes), NLO+gg (dot dashes) and NNLO

(solid) combined with gg → H → WW ∗ is compared to re-

cent ATLAS and CMS measurements [5–8]. In the lower panel

NNLO and NLO+gg results are normalized to NLO predic-

tions. The bands describe scale variations.

the pp → W+W−b and pp → W+W−bb̄ channels. At
the same time, the cancellation of collinear singularities
associated with massless g → bb̄ splittings requires a suf-
ficient level of inclusiveness. The difficulty of fulfilling
both requirements is clearly illustrated in Figure 2 (left),
where 5FNS predictions are plotted versus a b-jet veto
that rejects b-jets with pT,bjet > pvetoT,bjet over the whole
rapidity range, and are compared to 4FNS results. In
the inclusive limit, pvetoT,bjet → ∞, the higher-order correc-
tions in the 5FNS suffer from a huge top contamination.
At 7 (14) TeV the resulting relative enhancement with
respect to the 4FNS amounts to about 30 (60)% at NLO
and a factor 4 (8) at NNLO. In principle, it can be sup-
pressed through the b-jet veto. However, for natural jet
veto values around 30 GeV the top contamination re-
mains larger than 10% of the W+W− cross section, and
a complete suppression of the top contributions requires
a veto of the order of 1 GeV. Moreover, as pvetoT,bjet → 0,
the (N)NLO cross section does not approach a constant,
but, starting from pvetoT,bjet ∼ 10 GeV, it displays a loga-
rithmic slope due to singularities associated with initial
state g → bb̄ splittings. This sensitivity to the jet-veto
parameters represents a theoretical ambiguity at the sev-
eral percent level, which is inherent in the definition of
top-free W+W− production based on a b-jet veto.

To circumvent this problem we will adopt an alterna-

Czakon, Fiedler, Mitov Gehrmann, Grazzini, Kallweit, 
Maierhöfer, von Manteuffel, 
Pozzorini, Ravlev, Tancredi

No B-SM discovered (yet)… but plenty of B-NLO 

Higher orders include physics inaccessible to LO calculations
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FIG. 3: The gluon fusion cross-section at all perturbative or-
ders through N3LO in the scale interval [mH

4 ,mH ] as a func-

tion of the center-of-mass energy
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top-quark is infinitely heavy and can be integrated out,
see eq. (2). Moreover, we assumed that all other quarks
have a zero Yukawa coupling. Finite quark mass e↵ects
are important, but it is su�cient that they are inlcuded
through NLO or NNLO. Indeed, finite quark-mass e↵ects
have been computed fully through NLO in QCD [30],
while subleading top-quark mass corrections have been
computed at NNLO systematically as an expansion in
the inverse top-quark mass [34]. In these references it
was observed that through NLO finite quark mass ef-
fects amount to about 8% of the K-factor. At NNLO,
the known 1

m
top

corrections a↵ect the cross-section at

the ⇠ 1% level. A potentially significant contribution
at NNLO which has not yet been computed in the lit-
erature originates from diagrams with both a top and
bottom quark Yukawa coupling. Assuming a similar per-
turbative pattern as for top-quark only diagrams in the
e↵ective theory, eq. (2), higher-order e↵ects could be of
the order of 2%. We thus conclude that the computation
of the top-bottom interference through NNLO is highly
desired in the near future.

Finally, the computation of the hadronic cross-section
relies crucially on the knowledge of the strong coupling
constant and the parton densities. After our calculation,
the uncertainty coming from these quantities has become
dominant. Further progress in the determination of par-
ton densities must be anticipated in the next few years
due to the inclusion of LHC data in the global fits and the
impressive advances in NNLO computations, improving
the theoretical accuracy of many standard candle pro-
cesses.

To conclude, we have presented in this Letter the
computation of the gluon-fusion Higgs production cross-
section through N3LO in perturbative QCD. While a
thorough study of the impact of electroweak and quark
mass e↵ects is left for future work, we expect that the re-
maining theoretical uncertainty on the inclusive Higgs
production cross-section is expected to be reduced to
roughly half, which will bring important benefits in the
study of the properties of the Higgs boson at the LHC
Run 2. Besides its direct phenomenological impact, we
believe that our result is also a major advance in our un-
derstanding of perturbative QCD, as it opens the door to
push the theoretical predictions for large classes of inclu-
sive processes to N3LO accuracy, like Drell-Yan produc-
tion, associated Higgs production and Higgs production
via bottom fusion. Moreover, on the more technical side,
our result constitutes the first independent validation of
the gluon splitting function at NNLO [14], because the
latter is required to cancel all the infrared poles in the
inclusive cross-section. In addition, we expect that the
techniques developed throughout this work are not re-
stricted to inclusive cross-sections, but it should be pos-
sible to extend them to certain classes of di↵erential dis-
tributions, like rapidity distributions for Drell-Yan and
Higgs production, thereby paving the way to a new era
of precision QCD.
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IR Singularities
Of course life is not that simple: 

• phase space integrals over massless states develop IR divergences in 
soft and collinear limit 

 for real radiation at NnLO 

• n-loop amplitudes contain singularities in dimensional regularization 
parameter 

!

• physical (finite) answer obtained by summing over degenerate 
intermediate states at the same order in perturbation theory 

• need to express singularities in the same language

(S + C)n ⇠ Sn + Sn�1C + · · ·+ SCn�1 + Cn

Mn ⇠
1X

m=�2n

cm ✏m

✏ = (4� d)/2



IR Singularities
In unresolved limits the matrix elements factorize: 

!

!

e.g. in single collinear limit: 

!

Loop amplitude singularities also factorize, e.g. 

!

!

factorization and universality are central to all methods for higher order calculations

Mn+1

(· · · , pi, pj , pk, · · · )
j unresolved�! U(pi, pj , pk) Mn(· · · , pi, pk, · · · )

n+1 partons universal 
function n partons

Mn+1(· · · , pi, pj , pk, · · · )
i||j�! Pij!(ij)(z) Mn(· · · , p(ij), pk, · · · )

M1
n(p1 · · · , pn) = I(p1 · · · , pn) M0

n(p1 · · · , pn) +O(✏0)

1-loop universal  
singular function tree-level



Methods at NLO
Main problem at NLO is extracting singularities…
many ways to do this: 

• Dipole subtraction [Catani, Seymour ’96] 

• FKS subtraction [Frixione, Kunszt, Signer ’95] 

• Sector decomposition [Hepp ’67; Binoth, Heinrich ‘00] 

• Phase space slicing [Giele, Glover ’91]



Methods at NNLO
Main problem at NNLO is disentangling singularities 

Most methods basically a generalization of NLO: 

• Antenna subtraction [Kosower ’03; Gehrmann, Gehrmann-De Ridder, Glover ’05]  

• CoLorFul subtraction [Del Duca, Somogyi, Trocsanyi ’06]   (dipoles) 

• Projection to Born [Cacciari, Dreyer, Karlberg, Salam, Zanderighi ‘15] 

• Sector-improved residue subtraction [Czakon ’10]  (FKS+sectors) 

• qT and N-Jettiness subtraction [Catani, Grazzini ‘07; Gaunt, Stahlhofen, Tackmann, Walsh ’15; 
Boughezal, Focke, Liu, Petriello ‘15]  (slicing) 

(not an exhaustive list)



Subtraction at NLO
!

!

Reorganize cross section by adding zero 

!

!

!

d�ab,NLO =

Z

�m+1

h
d�R

ab � d�S
ab

i

+

Z

�m

h
d�V

ab � d�T
ab

i

d�ab,NLO =

Z

�m+1

d�R
ab +

Z

�m

d�V
ab + d�MF

ab

d�T
ab = �

Z

1
d�S

ab � d�MF
ab



Subtraction at NNLO
At NNLO more terms to regulate 

!

!

!

!

!

d�ab,NNLO =

Z

�m+2

h
d�RR

ab � d�S
ab

i

+

Z

�m+1

h
d�RV

ab � d�T
ab

i

+

Z

�m

h
d�V V

ab � d�U
ab

i

d�T
ab = d�V,S

ab �
Z

1
d�S

ab � d�MF,1
ab

d�U
ab = �

Z

1
d�V,S

ab �
Z

2
d�S

ab � d�MF,2
ab
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Antenna Subtraction
Basic idea: 

!

!

!

!

construct a counterterm that mimics the matrix element 
in all singular regions of phase space



Antenna functions built from matrix elements: 

!

Quark-antiquark: 

!

Quark-gluon: 

!

Gluon-gluon: 

Uses and Techniques for NNLO Calculations

Antenna Subtraction

What is an antenna?

Constructed from physical matrix elements

X0
3 (i, j, k) ⇠ |M0

3(i, j, k)|2
|M0

2(I, K)|2 , X0
4 (i, j, k, l) ⇠ |M0

4(i, j, k, l)|2
|M0

2(I, L)|2
Three main types:

I Quark-antiquark. Derived from the process �⇤ ! qq̄ + · · ·

I Quark-gluon. Derived from the process �̃0 ! g̃g + · · ·

I Gluon-gluon. Derived from the process H ! gg + · · ·
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I Gluon-gluon. Derived from the process H ! gg + · · ·

�⇤ ! qq̄ + · · ·
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Antenna mimics all singularities of QCD 

!

!

!

Phase space map smoothly interpolates momenta for 
reduced matrix element between limits 

!

A0
4(1q, 2g, 3g, 4q̄)

P 0
qgg

S0
1234

S0
1;234

1||2||3 3||4 + 2~02,3~0

(g123) = xp1 + r1p2 + r2p3 + zp4

(g234) = (1� x)p1 + (1� r1)p2 + (1� r2)p3 + (1� z)p4



Integrating the Antennae
• Relate phase space integrals to multiloop integrals via optical theorem 

• apply well developed techniques IBP, LI to masters 

!

!

!

!

• all antennae in all crossings now successfully integrated: 

• Final-Final [Gehrman, Gehrmann-De Ridder, Glover ’04, ’05] 

• Initial-Final [Daleo, Gehrmann-De Ridder, Gehrmann, Luisoni ’10] 

• Initial-Initial [Gehrmann, Monni ’11; Boughezal, Gehrmann-De Ridder, Ritzmann ’11; Gehrmann, 
Ritzmann ’12]

NNLO Antenna Subtraction with One Hadronic Initial State Gionata Luisoni

I[0] I[2] I[2, 6]

I[1, 2, 5] I[2, 3, 5] I[2, 4, 9]

I[1, 3, 4, 6] I[2, 3, 5, 6] I[1, 2, 4, 5]

V[1, 3] V[1, 4] V[2, 4]

V[1, 3, 4] V[1, 2, 3, 4, 5] C[1, 2, 3, 4]

Figure 1: Master integrals for the phase space integration of the double real tree level initial-final antennae
at NNLO (left), and for the loop plus phase space integration of the one loop initial-final antennae at NNLO
(right). The double line in the external states represents the off-shell momentum, qwith q2=−Q2, the single
one is the incoming parton. All internal lines are massless. The cut propagators are the ones intersected by
the dotted line.

colour piece of the two-loop gluon initiated structure function can be written as the following linear
combination of antennae:

T
(2)
φ ,g

∣

∣

∣

N2
= F

0
g,ggg+4F 1,R

g,gg+4δ (1− z)
(

2F (2)
g +F(1)2

g

)
∣

∣

∣

N2
, (4.1)

where F 0
g,ggg is the integrated tree level gluon-gluon double real radiation antenna, F

1,R
g,gg the in-

tegrated one-loop gluon-gluon antenna and F(1)
g and F (2)

g are respectively the one- and two-loop
coefficients of the gluon form factor given in [21]. An explicit expression for the two-loop quark-
and gluon-initiated structure functions can be found in [14,20]. The explicit linear combinations of
antennae reproducing the different color contributions of the coefficient functions are given in [14].

The quark-gluon antennae, derived from neutralino decay, cannot be associated to any physical
process and only the deepest pole structure could be checked against a combination of Altarelli-
Parisi splitting functions.

5. Conclusions

In this talk, we presented the extension of the NNLO antenna subtraction formalism [11] to
include initial-final antenna configurations, where one of the hard radiator partons is in the ini-
tial state. Furthermore a highly non-trivial check of our results was performed by rederiving the
two-loop coefficient functions for deep inelastic scattering. The subtraction terms presented here
allow the construction of a parton-level event generator program for the calculation of NNLO cor-
rections to jet production observables in deeply inelastic electron-proton scattering. Moreover, the
initial-final antenna functions derived here are an important ingredient to the calculation of NNLO
corrections to jet observables at hadron colliders, which will be possible once the computation of
the initial-initial antenna configurations will be accomplished [23].
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Double Real
Subtraction term constructed to remove: 

• single unresolved 

!

• colour connected double unresolved 

!

!

• over-subtraction in single and double unresolved limits 

!
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Real Virtual
1. Analytic pole cancellation against 1-loop matrix 

element 

!

2. Only single unresolved limits 

!

!

Single unresolved of (1) and poles of (2) also subtracted

1

n+2

a

b

i

1

n+2

a

b

i

2RehM0
n+3|M1

n+3i+ J (1)
n+3(1, · · · , n+ 3; ✏)hM0

n+3|M0
n+3i = O(✏0)
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Double Virtual
Analytic pole cancellation against 2-loop and (1-loop)2 matrix element 

!

!

!

!

!

!
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Single jet inclusive cross 
section

The basic QCD scattering process at the LHC 

Experimentally:  

• bin all jets inclusively within fiducial cuts 

• many entries from the same event 

Theoretically:  

• sample the relevant phase space (parton momenta) 

• cluster partons into jets using the jet algorithm 

• each jet enters the distribution as a weighted event 

• weights depend on PDFs,         and thus the theoretical scales↵s µF , µR

pT 1

pT 2

pT 3

pT 4



pT 1

pT 2

pT 3

pT 4

• no fixed hard scale for jet production  

• two widely used theoretical scale choices:  

• leading jet pT1 for all jets in an event 

• individual jet pT 

• smaller scale changes PDFs and  

• no difference for back-to-back jet 
configurations (only arises at higher 
orders)

Canonical scale choices

↵s



At NLO, pT != pT1 for: 

• 3-jet rate (small rate) 

• 2-jet rate (3rd parton falls outside jet, 
fails cuts) 

Changing R has an effect on the cross 
section, but also on the scale choice: 

• pT1 scale has no R-dependence at 
NLO, unlike pT 

• at NNLO even pT1 scale choice has 
R-dependence in some four-parton 
configurations



Setup
Theory setup: 

• NNPDF3.0_NNLO 

• anti-kT jet algorithm 

• scale choices                            

• vary up and down by factors of 2 

Comparison to data: 

• ATLAS 7 TeV 4.5 fb-1, pT > 100 GeV,  |y| < 3.0, R=0.4, 0.6 

• CMS 7 TeV 5.0 fb-1, pT > 56 GeV,  |y| < 3.0, R=0.5, 0.7

µR = µF = {pT1 , pT }
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Scale variation
Writing out all the renormalization scale dependent terms and varying about 
a starting scale      , where  

!

!

!

!

!

• scale variation given by varying up and down by a factor of 2 

• variation due to central scale choice a parametric uncertainty
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Future phenomenology
Jet phenomenology at NNLO really just starting, many more 
processes to consider: 

• more exclusive searches like dijet mass distribution 

• ratios of cross sections, good for systematics: centre of mass 
energy, R-values etc 

• PDF fits: will be interesting to see the impact of jet K-factors on 
NNLO PDFs and test consistency with top data 

• interface to AppleGrid for detailed phenomenology with strong 
coupling and PDFs 

• any suggestions welcome!



Summary
Jets are a key ingredient for testing QCD at the LHC 

• provide a bridge between perturbative theory and precision experiment 

• sensitive to important SM parameters and a powerful probe of BSM physics 

Calculating higher order corrections to jet production: 

• is necessary to capture all key features of the process 

• allows us to asses the theoretical error in our calculation 

• complicated by intricate IR singularity structure 

Nevertheless this has recently been achieved at NNLO: 

• first results are out, opening the gateway to NNLO jet phenomenology


